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In the manufacturing area, predicting future income is more important to keep 
maintain their industry profits. In addition to this, most of the manufacturing company 
having a bit problem in predicting their manufacturing income, especially in terms of 
data and method used. Hence, this paper proposed another improvise method of fuzzy 
regression approach with and without clustering method for uses of predicting 
manufacturing income. Then, one of the widely uses of statistical analysis are fuzzy 
regression approach such as fuzzy linear regression (FLR) and fuzzy least squares 
regression (FLSR). Furthermore, clustering is one of the most common methods for 
grouping data based on its similarity. Apart from this, fuzzy c-means (FCM) recognised 
as the best clustering method. This study's model was evaluated by three 
measurements errors: root mean square error (RMSE), mean absolute error (MAE), and 
mean absolute percentage error (MAPE). Based on numerical calculations, it was 
determined that the proposed fuzzy least square regression with fuzzy c-means 
clustering model is superior to others, with RMSE = 59756.78229, MAE = 2948.616554, 
and MAPE = 13.34916083. Therefore, this model indicates as the robust method and 
suitable use for prediction analysis, especially in handling uncertain and imprecise data. 
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1. Introduction 
 

Rapid growth in technology in recent years has made the global market more competitive. It is 
time for manufacturing companies to adapt to the changes in order to compete for the survival of 
their business. To acquire a competitive advantage in the market, manufacturers must constantly 
improve and come up with new ideas. The success of an organisation can be measured using a variety 
of criteria, including financial income performance, customer and staff satisfaction [1]. Although 
financial income performance plays an essential role in maintaining and improving a company's 
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growth. This study will use the clustering approach for predicting manufacturing income, which is 
adaptable and important in data analysis. 

Cluster analysis is defined as a process of separating a data or observation object into subsets and 
also known as unsupervised learning method [2]. The basic goal of the clustering method is to group 
objects with similar characteristics together in one cluster group. Currently, cluster analysis widely 
appears in various disciplines, including medicine, marketing, biology, image processing, data mining, 
psychology and other fields [3]. Furthermore, there are three main characteristics of clustering 
algorithms. First characteristic is either cluster algorithm in partitional or hierarchical. Aside from 
that, it means dividing the object or observation data into simple groups (partitional) or groups and 
subgroups (hierarchical). Second characteristic is either hard or soft clustering algorithms. Hard 
clustering is defined as assigning each item or observation data to a single class, whereas soft 
clustering assigns a probability of belonging to each class. The third feature is either centroid-based 
or density-based. In other words, centroid-based refers to objects or observation data based on their 
distance from the centre of the cluster, whereas density-based assigns items based on the local 
density around the object [4]. This main characteristic is important, particularly in establishing and 
constructing more predictable and flexible mechanisms for clustering data objects [3].  

However, conducting a clustering analysis is not always possible, especially in complicated 
datasets with overlapping clusters. Therefore, the fuzzy c-means (FCM) clustering technique could 
be applied to solve the problem of overlapping structure. The FCM method is one of the most popular 
and is already widely used by many researchers. Because it produces better results for overlapped 
data sets, the fuzzy c-means clustering approach outperforms other common clustering methods 
such as k-means [5]. Moreover, Dunn [6] proposed FCM clustering, which was later improved by 
Hathaway et al., [7]. The membership degree is used in the FCM clustering analysis to measure the 
uncertainty that a data object or observation belongs to two or more classes [8]. In addition, cluster 
validation refers to the process of evaluating the outcomes of a clustering technique. Cluster 
validation is provided as a method for assessing clustering results and identifying the optimal number 
of clusters [2]. External and internal validation are the two primary approaches to partition validation. 
[9]. The difference is whether or not prior information is used in the validation process.  

Besides of clustering, there is another method widely used in data analysis particularly for 
modelling and estimating the data such fuzzy regression approach. Fuzzy regression approach is 
defined as a way of approaching problems involving ambiguity and vagueness. Currently, it is a 
popular method used by mathematicians, researchers, engineers, medical and natural scientists, 
business analysts, and computer software developers [10]. Zadeh was the first to propose a fuzzy 
approach to computing problems [11]. It’s allowing for the inclusion of ambiguous human 
assessments and controls complex systems more effectively than classic methods [3]. Therefore, 
fuzzy regression is a useful tool for assessing the ambiguous relationship between dependent and 
independent variables. This paper explores two types of fuzzy regression models: fuzzy linear 
programming and fuzzy least squares.  

Tanaka et al., [12] introduced fuzzy linear programming, commonly referred to as fuzzy linear 
regression (FLR), for resolving problems with fuzzy structures and human estimation. The model was 
modified by Zolfaghari et al., [13], who introduced the assumption of triangular fuzzy numbers (TFNs) 
that are either symmetrical or asymmetrical and are then represented by their own membership 
function. Other than that, fuzzy least squares regression (FLSR) techniques are an extension to the 
least squares method to solve for fuzzy linear regression [14]. The purpose of the fuzzy least squares 
regression approach is to obtain values for fuzzy parameters by minimizing the sum of the squared 
distance between the observed and estimated responses. As well as that, the fuzzy least squares 
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approach contains the concept of goodness of fit, and the residuals can be implemented for 
evaluating model accuracy [15]. 

According to previous researchers, the majority of them evaluated the analysis using a single 
existing method. The performance of the method can be measured by computing the error value of 
RMSE, MAE, MAPE and comparing it to another method to find the lowest one. However, when the 
error values are not far apart, there is a notable research gap. This means that the best prediction 
model should produce a lowest error value that is significantly different from another. To address 
this research gap, a combination of fuzzy regression and clustering algorithms would be used. This 
combination method will produce the most optimal model that can be used to the industry sector. 
Furthermore, these models with smaller error can be used to maintain industry profit and estimate 
manufacturing income more accurately. Hence, industrial planning can be improved for future 
income prediction. In addition, the aim of this study is to refine the fuzzy regression approach with 
clusters and non-clusters in predicting manufacturing income.  

 
2. Material and Methods  

 
The current study was carried out according with the research framework shown in Figure 1. The 

datasets were gathered from the Department of Statistics Malaysia (DOSM), which is involved in a 
variety of industry sectors such as manufacturing, farming, transportation, quarrying, fishing, 
building, and many others [16]. The industries data were filtered, and it was chosen to focus just on 
the manufacturing sector in order to enhance the analysis of this study. There are nine exploratory 
variables: legal status (individual proprietorship, partnership, private, public, co-operative, others), 
ownership (Malaysian residents, non-Malaysian residents, joints), value of assets (total net book 
value), total employment, total salaries & wages paid, number of degree & above holders, number 
of diploma holders, number of Malaysian Certificate of Education (MCE) & below holders, and total 
expenditure, while total income is the dependent variable. 

In addition, unlike other classic regression methods, there are no assumptions to consider before 
proceeding with the study. After removing any missing values, the data was transmitted into the 
main approach, which included fuzzy linear regression (FLR) and fuzzy least square regression (FLSR) 
with and without clustering. The error values were analysed afterwards using a variety of 
performance measures such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and 
Mean Absolute Percentage Error (MAPE) [17]. The RMSE, MAE, and MAPE data were then compared 
to determine the best prediction model that may be used in the industry sector. Finally, Section 2 
describes the recommended methods. Section 3 provides numerical results and a discussion of the 
proposed approaches, followed by conclusions in Section 4. 
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Fig. 1. Research framework of proposed model 

 
2.1 Fuzzy C-Means (FCM) 

 
Clustering is a method for unsupervised learning. It is also defined as the process of separating a 

data or observation object. Furthermore, the main goal of the clustering method is to group objects 
that are similar to each other [2]. Clustering is also frequently used in a wide range of industries, 
including business, image analysis, data mining, data processing, pattern recognition, and many 
others. Fuzzy c-means (FCM) is the most extensively used clustering approach, often known as the 
soft clustering method. Dunn [6] proposed FCM at first, and Hathway et al., [7] later modified it. 

In addition, the FCM algorithm divides cluster partitioning into the degree to which data points 
belong to a specific class. Meanwhile, other clustering methods, such as hard clustering, only consider 
data points that correspond to a specific class of divisions. The majority of clustering algorithms are 
based on minimizing an objective function to obtain the most compact clusters placed in dense data 
regions [18]. FCM is defined as an objective function and is shown as. 

 

 

 

                                                                                                                                                         (1) 

 
where  is the membership matrix,  is represent as cluster matrix,  is total number of data 
objects in the data set,  is the number of clusters,  is the fuzziness parameter in FCM clustering, 

 is the cluster centre of ,  is the membership degree of th data object  to cluster  and 

 is the Euclidean distance [8]. The fuzzy c-means algorithm is then summarised as follows. 
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i. Start 

ii. Randomly initialise the cluster centre ‘ ’ and fuzzy membership matrix ‘ ’. Choose 
fuzziness parameter,  (usually ). 

iii. Update the membership matrix : 
 

                                                                                                                                                             (2) 

iv. where , ,  

v. Update the cluster centre : 
 

                                                                                                                                                                 (3) 

 
vi. Calculate the objective function  by continuous iteration until reaches a minimum 

value points or target value. 
vii. Determine the findings for the final cluster centre. 

viii. End 
 

2.2 Cluster Validation 
 
The cluster validation technique can be used to measure clustering results, which has been 

recognized as an essential component for the success of clustering applications. Moreover, as an 
unsupervised learning technique, a method for evaluating the validity of partitions after clustering is 
required [18]. Aside from that, external and internal clustering validation techniques are available. 
External validation methods assess the quality of clusters using external criteria obtained from prior 
knowledge or external data. The internal validation is then based on intrinsic criteria generated from 
the data used to develop the clustering algorithm [19].  

This paper only concerns internal validation. Internal validation evaluates the fuzzy c-means 
clustering algorithm, and cluster validity is measured by the Xie-Beni index (XB). Furthermore, Xie et 
al., [20] proposed the XB index, which takes both membership degree values and data information 
into account. Besides, the XB index information is based on the compactness of data objects within 
the same cluster and the separation across clusters [8]. The XB index formula is then applied, as 
indicated, 

 

                                                                                                                                                  (4) 

 

kv klu
1m > 2m =

[ ]klU u=

2
1

1

1
kl

mC
kl

q kq

u
d
d

-

=

=
æ ö
ç ÷ç ÷
è ø

å

[0,1]klu Î 1
1

C

kl
k
u

=

=å
1

0
N

kl
l
u N

=

< <å

[ ]kV v=

1

1

( )
N

m
kl l

l
k N

m
kl

l

u x
v

u

=

=

=
å

å

Jm

2 2

1 1
2min

C N

kl kl
k l

k lk l

u d
XB

N v v
= =

¹

=
´ -

åå



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 46, Issue 1 (2025) 218-236 

223 
 

where, , the numerator of the XB index represents compactness validity, which 
assesses how tightly connected the objects in a cluster are, while the denominator represents 
separation validity. It evaluates how distinct a cluster is from other clusters. As a result, the best 
cluster number is identified when the XB index value is minimised. 

 
2.3 Fuzzy Linear Regression (FLR) 

 
In the modelling of some systems that are influenced by human estimation, it is necessary to deal 

with a fuzzy structure that doesn't take any assumptions into consideration before conducting the 
analysis. In general, this structure is recognized as a fuzzy linear function with fuzzy set parameters. 
Tanaka et al., [12] then formulates and first proposes fuzzy linear regression. Classic regression 
models can only fit crisp data and depend on probability theory. Meanwhile, in the fuzzy regression 
model, it is possible to fit both fuzzy and crisp data into the classic regression model. Moreover, these 
analyses are based on possibility and fuzzy set theory, as well as the fuzziness of uncertainty [3]. As 
a result, it revealed that the fuzzy regression model is a more acceptable and adaptable method of 
dealing with uncertainty concerns.  

Besides, there are two approaches for estimating the common factor parameter of fuzzy linear 
regression (FLR):  
 

i. linear programming  
ii. fuzzy least squares.  

 
The FLR model is illustrated as follows: 

 
                                                                                                  (5) 

 
where  represents as fuzzy output,  for  are fuzzy coefficients,  is an 

-dimensional crisp input vector and  is the th observed value of th input variable. 
In 2014, Zolfaghari et al., [13] developed an extension model of Tanaka's fuzzy linear regression 

model that utilized fuzzy numbers and their membership functions. The fuzzy coefficients are 
considered to be triangular fuzzy numbers (TFNs) based on the FLR model. Apart from this, TFNs can 

be represented with triple  where  and  are mode, left spread and right spread 

respectively. Hence, the coefficients can be characterised by membership function . 
Furthermore, there are two types of TFNs in this model: symmetrical and asymmetrical parameters, 
each with its own membership function [21]. This study concentrated on symmetrical parameters, 
which occur when the two spreads are equal. The FLR symmetrical model is defined as follows: 
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                                                                                             (7) 

 
where  is the th observed value of the th input variable. Then, the membership function as 
shows as Eq. (8) and Figure 2 illustrated the symmetrical TFNs.     

 

                                                                                                                                     (8) 

 

 
Fig. 2. Membership function of symmetrical TFNs 

 
2.4 Fuzzy Least Square Regression (FLSR) 

 
Aside from linear programming, another method for estimating common factor parameters in 

fuzzy linear regression is the fuzzy least squares method. Furthermore, in standard linear regression, 
the least squares method is always used to identify the  parameters that minimize the sum of 
squared errors, as shown below: 

 
                                                                                                                             (9) 

 
Alternatively, the Fuzzy-Least Square Regression (FLSR) technique was introduced as an extension 

of the traditional least square approach to fuzzy linear regression [14]. The FLSR model is written like 
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is to find the fuzzy parameter values  that minimize the sum of the squared distance [22] between 

observed and estimated response .  

In addition to this, triangular fuzzy numbers (TFNs) are used to represent the fuzzy parameters 

 as follows: 
 

                                                                                                                                                             (11) 
 

where  is the middle,  is the left point and  is the right point of triangular fuzzy numbers. 
Moreover, these distance metric adopted by Diamond [22] to measure the distance between of two 
TFNs  and . Then, the Diamond distance formulated as: 

 
                                                                                           (12) 

 

Based on , 

                                                                                                  (13) 

 

                         

 
                                                                                                                          (14) 

 
2.5 Cross Validation Technique 

 
There are numerous formulas that can be used to evaluate the effectiveness and performance of 

fuzzy approaches for predicting manufacturing income [23,24]. The formula is used to compute the 
error value for each model in this study. The formula is recognized as root mean square error (RMSE), 
mean absolute error (MAE), and mean absolute percentage error (MAPE), as illustrated below. 

 
i. Root Mean Square Error (RMSE) 

 

                                                                                                                                             (15) 

 
ii. Mean Absolute Error (MAE) 
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iii. Mean Absolute Percentage Error (MAPE) 
 

                                                                                                                                       (17) 

 
where,  is the real data 

 is the predicted data 
 is the observation number 

 
3. Numerical Results 

 
In Section 2, proposed methods for conducting and modelling manufacturing data were 

described. In this section, some numerical findings are shown, and a comparison of error numbers 
for each improvisation model is made in the table summary at the end. 

 
3.1 Improvisation of Fuzzy Linear Regression with Fuzzy C-Means 

 
This section illustrates how to improve the fuzzy approach in order to produce a new model 

suitable for predicting manufacturing income. Apart from that, no assumptions are required to 
proceed with this fuzzy analysis. In addition, four improved models are used in this study: fuzzy linear 
regression with fuzzy c-means (FLR + FCM), fuzzy linear regression without fuzzy c-means (FLR + NON-
FCM), fuzzy least squares regression with fuzzy c-means (FLSR + FCM), and fuzzy least squares 
regression without fuzzy c-means (FLSR + NON-FCM).  

First and foremost, in the first model of improvisational fuzzy linear regression with fuzzy c-
means, the correlation value for all variables must be measured, as shown in Table 1. According to 
Table 1, a few variables have the highest correlation values, such as  and . The highest 
correlation value is chosen from among the others. This is because the higher the correlation value, 
the stronger the linear correlation.  

 
Table 1  
Correlation Values 
Variables Correlation value 

 0.360 

 0.122 

 0.364 

 0.494 

 0.601 

 0.681 

 0.539 

 0.416 

 0.993 

*Highlight indicating best result 
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The three variables were compared using the error values: root mean square error (RMSE), mean 
absolute error (MAE), and mean absolute percentage error (MAPE), as shown in Table 2. According 
to the error value results in Table 2, the  variable obviously achieved the minimum error value as 
compared to the other variables, with RMSE = 6153011311, MAE = 11967.229, and MAPE = 
9.644248998. The value here was chosen because the smallest the error value, the better the result 
of the model.  

 
Table 2 
Comparison error values between  and  

Variables RMSE MAE MAPE 

 279722000000 129374.655 209.6246094 

 234122000000 110190.567 143.1104971 

 6153011311 11967.229 9.644248998 

*Highlight indicating best result 
 
Next, based on variable  as a smallest error value then proceed to calculated for determine the 

number of clusters. The number of clusters were obtained by using Xie-Beni index as shows in Eq. 
(4). Table 3 represents the results number of clusters and XB-value. Addition to this, the number of 
clusters chosen is two ( ) because of the XB-value reached the minimum value which close to 
zero with 0.0260 compared to others value.  

 
Table 3 
The value of and  for  
Number of clusters,  -value 
2 0.0260 
3 0.0457 
4 0.1218 
5 46.3006 
*Highlight indicating best result 

 
Table 4 states the details of  variable in two clusters. Apart from this, the amount of data for 

cluster 1 is 1727 with minimum value 1835 and maximum value 19962439. Meanwhile, the amount 
of data for cluster 2 is 1129 with minimum value 395 and maximum value is 69030. Then, fuzzy c-
means clustering method is used in this study to obtain the better model with smaller error and goes 
to contribute the best prediction model for manufacturer sector. 

 
Table 4 
The details of cluster for  variable 

 Cluster 1 Cluster 2 
Number of data 1727 1129 
Minimum value 1835 395 
Maximum value 19962439 69030 
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3.1.1 Fuzzy linear regression model on cluster 1 
                         
While finished of clustered the data then proceed to construct the model by using fuzzy linear 

regression method. In method of FLR model, it is constructed by involvement of all independent’s 
variable includes . Next, this FLR model were evaluated by three 
measuring performance of error which are RMSE, MAE and MAPE. Addition to this, the three method 
of measuring performance error also evaluated by the degree of fitting (H) which adjusted between 
0 to 1 as shown in Table 5. Based on the measurement error results in Table 5, the error value for 
(H=0.1) was chosen since it attained the minimum error value when compared to others. This is 
because the FLR model with the lowest error value is the best. 

 
Table 5 
Measurement error of FLR with FCM on cluster 1 

H RMSE MAE MAPE 
0.1 577827.6493 139823.9623 55.83590993 
0.2 657486.8036 160115.6377 64.10465592 
0.3 734609.4506 181364.2182 73.54123016 
0.4 812010.8187 202875.2327 83.39534963 
0.5 890502.9914 224696.1487 93.56038054 
0.6 971561.8260 244844.7727 101.3474867 
0.7 1054619.750 266782.6035 111.0015318 
0.8 1137066.212 287990.5583 119.8740060 
0.9 1225313.707 308624.7297 127.0950877 

*Highlight indicating best result 
 
Table 6 represents the value of symmetrical fuzzy parameter for each variable together with 

mode value and spread value. According to the results of mode and spread value from Table 6, the 
best fuzzy linear regression model for cluster 1 was obtained and it is denoted as Eq. (18). 

 
Table 6 
Symmetrical fuzzy parameter of FLR with 
FCM on cluster 1 (H=0.1) 

Fuzzy parameter Mode ( ) Spread ( ) 

 2971 0.0000 

 -6706 0.0000 

 -0.2812 0.0000 

 99830 0.0000 

 2.9078 0.0000 

 -99774 0.0000 

 -99999 0.0000 

 -99890 0.0000 

 1.7887 2.6149 
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                            (18)                   

 
3.1.2 Fuzzy linear regression model on cluster 2 

 
Moreover, this part is FLR model for cluster 2 and it is also involvement of all independent 

variable. As well as that, this FLR model were evaluated by three measuring performance of error 
which are RMSE, MAE and MAPE. Then, the three method of measuring performance error also 
evaluated by the degree of fitting (H) which adjusted between 0 to 1 as shown in Table 7. Based on 
the measurement error results in Table 7, the error value for (H=0.5) was chosen since it attained the 
minimum error value when compared to others.  

 
Table 7 
Measurement error of FLR with FCM on cluster 2 

H RMSE MAE MAPE 
0.1 4751.349331 3167.154190 22.48345327 
0.2 4757.150044 3199.510172 22.85063026 
0.3 4734.875931 3183.247502 22.89043187 
0.4 4628.844404 3102.916158 22.59961100 
0.5 4516.655735 3080.405814 22.10813925 
0.6 4625.153004 3117.518008 23.03844838 
0.7 4563.620050 3115.478781 23.43269981 
0.8 4520.839218 3133.266266 24.50647495 
0.9 4799.104807 3336.045642 25.47829029 

*Highlight indicating best result 
 
Table 8 represents the value of symmetrical fuzzy parameter for each variable together with 

mode value and spread value. According to the results of mode and spread value from Table 8, the 
best fuzzy linear regression model for cluster 2 was obtained and it is denoted as Eq. (19). 

 
Table 8 
Symmetrical fuzzy parameter of FLR with 
FCM on cluster 2 (H=0.5) 

Fuzzy parameter Mode ( ) Spread ( ) 

 -595 0.0000 

 1354 0.0000 

 -0.1879 0.0000 

 99843 0.0000 

 0.4117 0.0000 

 -99713 0.0000 

 -99999 0.0000 

 -99831 0.0000 

 1.2063 2.8136 
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                            (19)                                                 

 
3.1.3 Total overall error (TOE) value for improvisation of FLR with FCM 

 
This section displays the total overall error (TOE) computation of improvised FLR with FCM for 

both cluster 1 and cluster 2. The formula of TOE is shown in Eq. (20). The main goal of this TOE formula 
is to produce one perfect error value while having several clusters. Based on TOE formula, the results 
as shown in Table 9 with RMSE = 64658.700842, MAE = 3014.556413 and MAPE = 20.84784438 
respectively. 

 

                                                                                                                      (20) 

 
where:  = smallest error value for cluster 1 

= smallest error value for cluster 2 
= total number of data in cluster 1 
 = total number of data in cluster 2 

 
Table 9 
The details value of total overall value for FLR with FCM 
 RMSE MAE MAPE 
Total overall error (TOE) 64658.700842 3014.556413 20.84784438 

 
3.2 Improvisation of Fuzzy Linear Regression without Fuzzy C-Means 

 
In this part, the model constructed without clustering method and obtained the model by using 

fuzzy linear regression method only. The way is same goes as FLR model within cluster FCM in terms 
of involvement of all independent variable. Besides, this FLR model were evaluated by three 
measuring performance of error which are RMSE, MAE and MAPE. Then, the three method of 
measuring performance error also evaluated by the degree of fitting (H) which adjusted between 0 
to 1 as shown in Table 10. Based on the measurement error results in Table 10, the error value for 
(H=0.1) was chosen since it attained the minimum error value when compared to others.  

 
Table 10 
Measurement error of FLR without FCM 
H RMSE MAE MAPE 
0.1 141345.3206 29064.79551 21.16394758 
0.2 151430.3405 29616.40936 21.46012203 
0.3 155255.6679 30477.42920 22.64868876 
0.4 145381.4602 31848.07017 28.60358976 
0.5 278227.8651 58012.71986 44.68049384 
0.6 411286.8224 84127.49343 61.44023242 
0.7 531830.5499 108325.7055 76.66431895 
0.8 655363.7705 133732.6701 93.60839277 
0.9 780042.8384 159584.4594 111.36039500 

*Highlight indicating best result 
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Table 11 represents the value of symmetrical fuzzy parameter for each variable together with 
mode value and spread value. According to the results of mode and spread value from Table 11, the 
best fuzzy linear regression model was obtained and it is denoted as Eq. (21). 

 
Table 11 
Symmetrical fuzzy parameter of FLR 
without FCM (H=0.1) 

Fuzzy parameter Mode ( ) Spread ( ) 

 -322 0.0000 

 910 0.0000 

 -0.0986 0.0000 

 99903 0.0000 

 -2.4304 0.0000 

 -99727 0.0000 

 -99999 0.0000 

 -99862 0.0000 

 1.2792 1.8697 

 

                         (21)                                             

 
3.3 Improvisation of Fuzzy Least Squares Regression with Fuzzy C-Means 

 
In constructed of this model, the process of clustering method has been used same as model of 

improvisation fuzzy linear regression with fuzzy c-means at section 3.1 previously. Apart from this, 
the difference is how to modelled it for each cluster by evaluating the performance of error RMSE, 
MAE and MAPE. Then, for further analysis by clustered has been shown in following section 3.3.1 and 
3.3.2. 

 
3.3.1 Fuzzy least squares regression on cluster 1 

 
In this model of cluster 1, has been involves of all nine (9) independent variables same as shows 

in previous section. Besides, it is was evaluated by three measurements error of RMSE, MAE and 
MAPE as represented in Table 12.  

 
Table 12 
Measurement error of FLSR with FCM on 
cluster 1 
RMSE MAE MAPE 
96830.72503 20356.44033 13.15705263 

 
Moreover, in Table 13 represents the value of fuzzy parameter for each variable together with 

diamond distance value. According to the results of diamond distance value from Table 13, the best 
fuzzy least squares regression model for cluster 1 was obtained and it is denoted as Eq. (22). 
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Table 13 
Fuzzy parameter of FLSR with FCM on 
cluster 1 

Fuzzy parameter Diamond distance ( ) 

 1044 

 -1284 

 0.0557 

 -203.3631 

 1.8372 

 192.1549 

 0 

 178.9803 

 1.0554 

 

                                       (22)                                                         

 
3.3.2 Fuzzy least squares regression on cluster 2 

 
In this part describes details fuzzy least squares regression on cluster 2 which has been involves 

of all nine (9) independent variables. In addition to this, it is also evaluated by three measurements 
error of RMSE, MAE and MAPE for cluster 2 as shown in Table 14.  

 
Table 14 
Measurement error of FLSR with FCM on 
cluster 2 

RMSE MAE MAPE 
3045.799905 1617.07389 13.64302341 

 
Furthermore, in Table 15 represents the value of fuzzy parameter for each variable together with 

diamond distance value. According to the results of diamond distance value from Table 15, the best 
fuzzy least squares regression model for cluster 2 was obtained and it is denoted as Eq. (23). 
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Table 15 
Fuzzy parameter of FLSR with FCM on 
cluster 2 

Fuzzy parameter Diamond distance ( ) 
 219.0100 

 181.7799 

 -0.0471 

 27.6961 

 0.5261 

 0 

 -46.5326 

 -31.9116 

 0.9638 

 

                                          (23)                                              

 
3.3.3 Total overall of error for improvisation of FLSR with FCM 

 
This Section illustrates the total overall error (TOE) computation of improvising FLSR with FCM 

for both clusters, and the TOE formula is shown in Eq. (20). Based on TOE formula, the results as 
shown in Table 16 with RMSE = 59756.78229, MAE = 2948.616554 and MAPE = 13.34916083 
respectively. 

 
Table 16 
The details value of total overall value for FLSR with FCM 

 RMSE MAE MAPE 
Total overall error (TOE) 59756.78229 2948.616554 13.34916083 

 
3.4 Improvisation of Fuzzy Least Squares Regression without Fuzzy C-Means 

 
This part was explained the details of model improvisation fuzzy least squares regression without 

clustering method. This model constructed by involves of all nine (9) independent variables like 
previously. Three measurements error of RMSE, MAE and MAPE was applied to evaluates the data 
and the results as shown in Table 17.  

 
Table 17 
Measurement error of FLSR without FCM 
RMSE MAE MAPE 
75339.01187 13161.03283 15.05751384 

 
Then in Table 18 represents the value of fuzzy parameter for each variable together with diamond 

distance value. According to the results of diamond distance value from Table 18, the best 
improvisation of fuzzy least squares regression without FCM model was obtained and it is denoted 
as Eq. (24). 
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Table 18 
Fuzzy parameter of FLSR without FCM 
Fuzzy parameter Diamond distance ( ) 

 639.1437 

 -803.646 

 0.0558 

 -201.9910 

 1.8310 

 190.8872 

 0 

 177.8652 

 1.0554 

 

                        (24)                                             

 
3.5 Table Summary 

 
Based on results for all model at previous part, this section was summaries and compared it each 

other for choose which one is the best model. Table 19 summarises the error values for each model 
used in the current study. In addition, each model was tested using three methods of error 
measurement: RMSE, MAE, and MAPE. According to the results, the model of improvisation FLSR 
with FCM exhibits the best model by attaining the lowest error value when compared to other 
models. 

 
Table 19 
Summary of measurements error for all 
improvisation model  

 RMSE MAE MAPE 
FLR + FCM 64658.7008 3014.5564 20.8478 
FLR + NON-FCM 141345.3206 29064.7955 21.1639 
FLSR + FCM 59756.7823 2948.6166 13.3492 
FLSR + NON-FCM 75339.0119 13161.0328 15.0575 

*Highlight indicating best result 
 
4. Conclusions 

 
Manufacturer sector demand models that is capable to use for prediction of manufacturing 

income. Four different improve modelling approaches namely Fuzzy Linear Regression with Fuzzy C-
Means (FLR + FCM), Fuzzy Linear Regression without Fuzzy C-Means (FLR + NON-FCM), Fuzzy Least 
Squares Regression with Fuzzy C-Means (FLSR + FCM) and Fuzzy Least Squares Regression without 
Fuzzy C-Means (FLSR + NON-FCM) were applied to the manufacturing income prediction. 

According to the numerical results, the superior performance of the model improvisation FLSR 
with FCM shows the best model and is capable of being used in prediction. This model was picked 
because it has the lowest error value when compared to another model. The model with the lowest 
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error value is regarded as the best model and is recommended for use in prediction 
operations. Therefore, this improvised model is found to be superior to models in predicting future 
manufacturing income for industry firms. 
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