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A wide range of diseases have become more common in modern human society. 
Without proper care, the mortality rate consequently rises, resulting in a loss of worth. 
Humans now place a high importance on genuinely caring for their health and wealth. 
A facemask covering nose and mouth is one of the most effective ways to protect 
against infection and to spread the corona virus. This safeguard rule is applied by 
almost all governments. For automation, we have developed an approach based on 
deep learning to detect the mask. The approach has been extended to an Internet of 
Things (IoT) based framework that can be an element of a smart city to keep people 
safe. Since health safety is a major challenge, this paper proposes an automatic 
detection process. A Convolutional neural network with transfer learning is used for 
the detection. This model is included in an IoT architecture for automation. The results 
of testing the approach are have been observed to be excellent in terms of accuracy. 
In addition, the module for IoT works well, as verified in the study, and also appears to 
be useful for the Internet of Medical Things. 

 
 
 
 
 
Keywords: 

IoMT; Transfer learning; Convolutional 
neural networks 

 
1. Introduction 
 

Internet of Things (IOT) plays a vital role in all fields from agriculture to healthcare. The Internet 
of Things (IoT) can be used to automate and monitor greenhouses. IoT sensors can be installed in 
greenhouses to collect data about the environment, including climate, light exposure, carbon dioxide, 
and soil properties proposed by Chin et al., [22]. Novel corona virus (nCoV) spreads silently and 
cannot be identified early. It requires that one should be alert by self.  This virus causes sickness that 
exhibits symptoms of common cold flue showing the kinds of infections such as “Middle East 
Respiratory Syndrome (MERS)” that results in “Severe Acute Respiratory Syndrome (SARS)” [1]. In 
the month of December 2019, the corona virus's (referred to as COVID-19) earliest infected patient 
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was found in Huang of China. Since then, COVID-19 has spread worldwide and become a pandemic. 
Due to this pandemic, people all over the world are facing difficulties like job loss, finance related 
difficulties, and occasionally death. Since then, numerous deaths have occurred, and this number 
keeps rising. The most significant symptoms emerging from a patient infected with COVID-19 virus, 
as identified by the World Health Organization(WHO) are such as loss of taste, loss of smell, dry 
cough, diarrhoea, fever tiredness and people have been instructed to follow specific precautionary 
measures such as washing hands regularly, avoiding social contact and wearing a face mask in 
crowded places, ceasing from frequently touching mouth, nose as well as eyes to prevent oneself 
from being infected by this deadly virus. The spread of the said virus can be prevented by wearing a 
mask and maintaining strict social distance [4]. Unfortunately, these rules are not properly followed 
by the people, which is the main reason for the spread of the virus. In an effort to stop the spread of 
the Corona virus, these irresponsible individuals who are not adhering to the rules, should be noticed 
by the appropriate authorities. 

Several approaches to object detection have been presented. Applications in medicine make 
extensive use of the approaches such as deep learning. Detection of face mask detection can benefit 
from such approaches. Additionally, a metropolitan area with numerous IOT sensors for data 
collection is considered a smart city. 

In this paper the proposed system has been designed for an effective autonomous process of 
finding out whether a particular person is wearing a face mask or is without it, thereby reducing the 
physical efforts. This system basically relies on the fundamental principles of Image processing and 
Internet of Things (IOT). If any person is not using a mask, then the automated system has the ability 
to inform the competent authority in a smart city network. Using real-time footage from the city's 
CCTV cameras in a variety of public areas makes this possible. Facial pictures from the real time videos 
are removed and then, these images are utilized to recognize the face mask that is wrapped on the 
face of an individual. By virtue of using the “Convolutional Neural Network (CNN)” learning algorithm, 
the features of the image are extracted and then, can be used for parameters’ learning of various 
hidden layers incorporated in it. Whenever the system will find no mask on the face of an individual, 
then such information would be transmitted via the Internet of Things module to corresponding 
competent authority to take necessary actions. Utilizing the proposed framework, it is possible to 
guarantee that the law will be properly implemented against individuals who are not adhering to 
essential health rules during this pandemic. 

The rest of this paper has been structured as detailed below. Recent contributions from various 
authors in the available literature on detection of face mask are elaborated in Section 2. Section 3 
covers the proposed here model for fostering the said framework that has been portrayed. Section 
4 investigates the outcomes of the proposed in this paper model and Section 5 concludes the paper 
with focus on probable extension of this work.  
 
2. Related Work 

 
Proposed model used deep learning, Keras, OpenCV, and TensorFlow for detection of face mask. 

Here for classification, they have used a framework MobilenetV2 architecture. As it is light weight in 
nature, this model can be used in various embedded devices such as like Raspberry pi, NVIDIA Jetson 
Nano in order for conducting detection of face mask in real-time. This model gives an accuracy of 
92.64 and F1 Score 93 percentage [3]. Here the author proposed a model where they used 
MobilenetV2 as classifier and after training the model is saved for future use. Then the same model 
was implemented in the video. The face detection algorithm works after the video reads frame by 
frame. In case of detection of a face, it continues to the next step. Here the model achieved 92 
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percent of accuracy [4]. An alarm system-based real-time facemask recognition model was presented 
here by the authors with the implementation of deep learning approaches using CNN. The image will 
be collected with the help of a camera installed and passed these images using a trained model that 
is further sent to a Raspberry pi device. Here, the authors have used VGG16 as the pre-trained model 
which could achieve an estimated accuracy equal to 96 percents. Militante et al., [5] made 
comparisons between three classifiers; the first one is the Support Vector Machine (SVM), the second 
one is the Decision Tree (DT)and the third one is the proposed as well as developed by the authors 
themselves. And, as claimed by them, it was observed that the proposed model could achieve 91.11 
percent of accuracy that is assumed to be enhanced further. Hussain et al., [6] created one proposed 
model where they used YOLO v2 along with ResNet-50 for the purpose of classification and claimed 
to have achieved an average precession of 81 percent. The authors here have conducted a 
comparison and further fine-tuned taking into consideration various optimizers [7]. It should be 
noted that the details of captured images may be successfully restored with the help of Super-
resolution (SR) networks. The concepts of transfer learning and Auto-encoder have recently been 
incorporated into SR networks for the purpose of performance enhancement. Before image 
segmentation or classification, image processing techniques also make use of SR networks in order 
to achieve better performance by Das, A et al., [9] and also to reconstruct images in order for 
achieving higher resolution thereby restoring details. In addition to it, such networks extend a viable 
option for enhancing the performance of condition identification for facemask-wearing individuals 
thereby improving the accuracy of classification of images significantly, particularly while working 
with a dataset that comprises of the images of very bad quality. In order for improvement of the 
accuracy level during classification of facial images in particular, a SR network can be used along with 
a “SR classification network (SRCNet)”. This proposed model produced 98.70 percent of accuracy. 
Bosheng et al., [8] investigated on how to avoid spread of corona virus we can sanitize the infected 
area by using deep learning [10]. The diseases can be detected by virtue of Predicting the patients 
affected by COVID making use of “Gated Recurrent Unit Neural Networks” Das et al., [11] and Patra 
[12]. Bhoi et al., [13] demonstrated that their research able to control and make people aware of 
healthcare by implementing IoT technology. 
 
3. The Proposed Model 

 
An automated face mask detector will be used in the proposed method to screen individuals who 

do not wear face masks. CCTV cameras will be used to keep an eye on this entire community area. 
The system will process through the pictures that the cameras take. If a person is identified without 
wearing a mask on his/her face, their photos will be sent to the authorities for immediate action. And 
a person found to have body temperature more than normal then immediately that message will be 
transmitted to nearby Ambulance. The newly developed model has been illustrated in the block 
diagram depicted in Figure 1.  
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 47, Issue 2 (2025) 28-44 

31 
 

 
Fig. 1. Model Architecture 

 
All blocks of the proposed here model is clarified as follows. Figure 2 shows the persons wearing 

a face mask as well as without a face mask.  
 

 
Fig. 2. (a) Two sample of person with mask. (b) Two samples 
of person without mask 

 
Figure 3 defines the sequence of steps of the operation. 

 

 
Fig. 3. Sequence of Steps for the Model 

 
 

Fig. 2. a)Two sample of person with mask  

b)Two Samples of person without mask. 
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3.1 IoT Module 
 
The main function of the IoT module is to receive the photos from the cameras installed in the 

smart city then using IoT devices these photos will be forwarded to our proposed model which 
consists of the preprocessing unit and CNN Model Biswal [17]. The following IoT devices are used for 
exploring the effectiveness of the proposed model.  
 
3.1.1 Raspberry Pi 

 
Raspberry Pi is a very small in size computer which can be connected to a monitor, keyboard and 

mouse. It is very small in size and explores the computing ability with the language like python. Figure 
4 shows Raspberry Pi.  
 

 
Fig. 4. Raspberry Pi 

 
3.1.2 Pi camera 

 
Pi-Camera is used in Raspberry Pi and is capable of taking image and video unless light. It connects 

with Raspberry pi using MIPI CSI-3 protocol that is primarily used for the transmission of images and 
videos between hosts and cameras in a UniPro-based M-PHY device network that is multilayered and 
peer-to-peer. Image processing, machine learning, and surveillance projects typically make use of it. 
The payload of this type of camera is extremely low so it is also used in surveillance drones. Figure 5 
shows a Pi camera that is supposed to be connected with the Raspberry Pi device. 
 

 
Fig. 5. Pi Camera 

 
3.1.3 Temperature sensor 

 
The Figure 6 shows the temperature sensor (MLX90614) which is a non-contact and an infrared 

temperature reader that reads a human’s body temperature in a contactless manner. It is capable of 
handling temperatures of up to -19 to 130°C, but it’s recommended you keep it below 100°C (210°F) 
with a solution achieved up to 0.15°c. Making use of the noise-reducing amplifier on the 
thermometer, a 17-bit ADC, and strong DSP unit that is significantly efficient in producing more 
accuracy. 
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Fig. 6. 
Temperature 
sensor 

 
3.2 Image Preprocessing 

 
Before images are processed in CNN model, all the images should be processed. As we are using 

PyTorch so all images were transformed into tensors. Thereafter for faster calculation the tensor list 
was converted to NumPy array Mallick [14]. After the model had been trained, the cycle of data 
augmentation was used to improve accuracy. 

 
3.2.1 Data augmentation 

 
Data augmentation techniques are those techniques that can be used to enhance the data size 

by virtue of incorporating some changes copies of previously existing data or recently created 
manufactured data from existing data [2]. 

The image is transformed in a number of ways, including: geometric transformations like flipping, 
rotating, scaling, cropping, and translation, as well as colour casting, changing brightness, and 
introducing motion. 

In this step we have to transform all images to a specific format like grey-scaling, resize, centre -
crop, and normalize. We have taken all images into size 256 to maintain uniformity of the input 
images, centre-crop 224 and normalize all images. The augmented images are shown in Figure 7. 
 

 
Fig. 7. Augmented data 

 
3.3 CNN Model  
3.3.1 Transfer learning approach using AlexNet 

 
Transfer learning with some adoption can be repurposed for another connected task rather than 

the original task itself. It is typically utilized whenever sufficient training samples are not available in 
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order for training the model, like classification of medical images for various diseases. It is specifically 
true for models of various deep neural networks (DNN), that do not need to be trained on a 
significantly large number of performance parameters. With the help of transfer learning, the model 
parameters get off to a perfect beginning with presumably acceptable initial values which should only 
to be tweaked a little to make them better fit the new task. 

Pre-trained model can be implemented for a variety of tasks in two primary ways. The first 
method uses a classifier that has been trained on top of the pre-trained here model in order for 
performing the classification and at the same time, it can serve as a feature extractor as well. The 
second method involves fine-tuning the new task for the entire network or a subset of it. As a result, 
the weights of one of the parameters of the pre-trained model serve as the new primary values and 
are updated during the training phase [15]. 

Eight layers with learnable parameters were used in this AlexNet transform learning experiment. 
The model is made up of 5 convolution layers along with3 fully-connected layers. By virtue of using 
the ReLU activation function, this model speeds up the process of training nearly six times and uses 
dropout layers (0.5) to reduce Overfitting. In Table 1, the detailed structure of the model along with 
various parameters of Alexnet has been depicted.  
 

Table 1  
Alexnet Model Characteristics 

Layer Filters/Neurons Filter Size Stride Padding Size of feature 
map 

Activation 

Input None None None None 227*227*3 None 
Conv1 96 11*11 4 None 55*55*96 ReLU 
MaxPool 1 None 3*3 2 None 27*27*96 None 
Conv 2 256 5*5 1 2 27*27*256 ReLU 
Max Pool 2 None 3*3*2 None None 13*13*256 None 
Conv 3 384 3*3 1 1 13*13*384 ReLU 
Conv 4 384 3*3 1 1 13*13*384 ReLU 
Conv 5 256 3*3 1 1 13*13*256 ReLU 
Max Pool 3  3*3 2 None 6*6*256 None 
Dropout 1 Rate=0.5 None None None 6*6*256 None 
Fully connected1 None None None None 9216 ReLU 
Dropout 2 Rate=0.5 None None None 4096 None 
Fully connected2 None None None None 4096 ReLU 
Fully connected3 None None None None 1000 Softmax 

 
Figure 8 represents the pictorial architecture of Alexnet with details of each layer. 
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Fig. 8. Alexnet Architecture 

 
3.3.2 Model architecture 

 
The best learning model for image classification is CNN (Convolutional Neural Network). Various 

convolution layers make up the hidden layers, which learn reasonable filters for the extraction of 
significant features from the samples. Different dense neural networks use CNN's extracted features 
for classification purposes. The Overfitting of the network is to be managed by the dropout layer by 
virtue of dropping out the units. Consequently, the identification of various classes is conducted by a 
dense layer that comprises of two neurons. 
 
3.3.3 Convolutional Layer 

 
The central component of the CNN is the Convolution Layer. Convolution refers to the process by 

which two mathematical functions are combined to produce the third function. A sliding window 
strategy's convolution function, which aids in image feature extraction P. Nagrath et al., [3]. The 
creation of feature maps is made easier by this convolution function. We will obtain the output C as 
shown in Eq. (1) when the Convolutional kernel, B, and one input image matrix, A, are combined:  

           (1) 

3.3.4 Pooling layer  
 
By allowing for a smaller input matrix having sacrificed most of the features, the pooling activities 

speed up computations. The following are some examples that refer to pooling operations that are 
applicable to polling operations:  

 
i. Max Pooling: Max pooling is that pooling operation which takes the maximum value that 

is currently available within a specific chosen region in which the kernel is present, and 
that uses that value to determine the value of the output matrix for that cell. 

ii. Average Pooling: Average pooling is that pooling operation which takes up the average 
value of a specific chosen region in which the kernel is currently present and it represents 
the value of the output matrix for that particular cell. 

ò
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iii. Min Pooling: Min pooling is the operation of pooling that takes the minimum available 
value from a specific chosen region that currently holds the kernel and that uses that value 
in order for determining the value of the output matrix or that particular cell. 

 
3.3.5 Dropout layer  

 
By eliminating arbitrary biased neurons from the model, this reduces the possibility of over-fitting 

during training. These neurons can be found in both visible and hidden layers P. Nagrath et al., [3]. 
By changing the dropout proportion, a neuron's probability of being dropped can be altered. 

 
3.3.6 Non-linear layer / activation function 

 
The consequent value of the output from the hidden layer is calculated with the help of the 

activation functions making use of the function “sum of the product” taking into consideration the 
weights as well as inputs which will be added with bias. Then, this calculated value would represent 
the input to the subsequent layer Behera [16]. The proposed model makes use of two activation 
functions that are detailed below. 
 

i. Softmax 
Softmax is the type of activation function the value of which lies between 0 and 1 and that 
is capable of standardizing the input values in such a way so as to make the sum of the 
output values equal to 1. This activation function decides the probability of getting true 
or false for each of the classes. 

If Input x is , then , or in other words, if x represents the vector of 

inputs, then the value of Softmax function F(x) can be calculated using Eq.  (2): 
 

             (2) 

 
where n is the number of classes and xj is the jth value of vector. 

 
ii. Rectified linear unit (ReLU) 

ReLU represents an activation function that is piecewise linear, would directly produce 
the input if it its value is greater than zero and would produce zero otherwise as depicted 
below. 

 

 
 

The pre-trained AlexNet model is fine-tuned with the help of PyTorch. The convolution 2D 
layers of AlexNet typically have 256 nodes. The results of this study are two layers that 
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have been fine-tuned for connections with 9216 nodes to 256 nodes and then 256 nodes 
to two nodes. Thus, the resulting here two classes are with face mask and without face 
mask. Occurrence of Overfitting is facilitated by a model learning the undesirable patterns 
occurring during the training tests. Consequently, the accuracy of testing decreases 
whereas the training accuracy rises. To prevent Overfitting, the model's training includes 
a 0.5 dropout., and "Adam" is used as the optimizer and "CrossEntropyLoss" as the loss 
parameters.20 epochs are used for the training. Sharifah Noha Zahirah Syed Abdul Nasir 
et al., [22] proposed a method for finding the non-linear calculation using Graphical User 
Interface (GUI). They used MATLAB R2020b software for this work. 

 
iii. Dataset Collection 

Dataset collected thereby from the repository of github [2] has been used for the purposes 
of training as well as testing. There are a total of 1918 images of people without a mask 
and 1914 images of people wearing masks in the dataset. For testing purposes 15%, 
training purposes 80%, and for validation purposes 5% images of each class are used. 
Figure 9 shows the dataset's splitting, which is plotted in Python. 

 

 
Fig. 9. Dataset description 

 
4. Results and Discussion  

 
During the CNN model's training, the 99.306 percent accuracy on tests was achieved. Figure 10 

displays the confusion matrix from where we can calculate accuracy, precision and F-score which is 
given at Table 1 and Table 2. The sizes of the batches having been set to 32 and 20 iterations for the 
epochs, we have implemented VGG16, MobileNet and AlexNet.  
 

 
Fig. 10. The confusion matrix of the proposed model 
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AlexNet tends to outperform the other two specified models so far as the accuracy as well as loss 
are concerned, as shown in Figure 11 and Figure 12 shows performance of the testing results by 
virtue of visualization taking into consideration the level of accuracy as well as loss.  
 

 
Fig. 11. The Loss and Epoch graph 

 

 
Fig. 12. The Accuracy curve of training and validation dataset used in proposed model for All model 

 
Again, the graph plot of the accuracy and loss for AlexNet is illustrated in Figure 13. The following 

is a description of the accuracy of the analysed performance 
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Fig. 13. The accuracy curve of training and validation dataset used in proposed model (AlexNet) 

 
Figure 14 presents “Receiver Operating Characteristic (ROC)” curve of this proposed model. The 

expectation capacity of the classifier at various limits will be shown by the ROC curve. Taking two 
parameters we can plot the ROC curve; and the parameters are the true positive rate (TPR) and the 
other refers to the false positive rate (FPR) that have been measured by virtue of using Eq. (5) and 
Eq. (6) respectively. FPR and different thresholds are used to measure TPR, and the obtained thus 
values are plotted in the form of ROC curves. The performance of the binary classifier for each and 
every possible threshold is measured by the area under the curve (AUC) in the context of ROC Rath, 
M et al., [19]. As it can be noticed, the value of the AUC value lies between 0 and 1. A model's AUC is 
one when it is 100% accurate, and it is zero when it is 100% incorrect. Our classifier model achieved 
an AUC of 0.993, indicating that it is a competent classifier. 
 

 
Fig. 14. The Receiver Operating Characteristic(ROC) curve 

 
            (3) 

 
             (4) 

 

            (5) 
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         (6) 

 
where total number of true positives that is represented by N(TP) and the total number of false 
positives is denoted by N(FP), the total number of true negatives has been represented by N(TN) and 
the total number of false negatives has been denoted by N(FN). By taking the average of all these 
measures across the two classes, a total measure of the algorithm can be calculated and computing 
it for each class. The analysis reveals that the developed MASK classification framework had a 
classification accuracy of 99.306 percent on average. 285 out of the 288 images that represent With 
Mask have their classifications correct, while the remaining three images have their classifications 
incorrect. The remaining 1 image is incorrectly classified as With Mask, while 287 of the 288 images 
Without Mask are correctly classified. The confusion matrix that was generated when the developed 
here model was validated by virtue of using the developed thereby dataset has been depicted in 
Table 2. 

Table 2 
Confusion Matrix of the Proposed 
Algorithm 

True Class Predicted 
Abnormal Normal 

Abnormal (288) 287 1 
Normal (288) 3 285 

 
The parameters such as precision, recall and F-score are shown in Table 3. The With Mask 

category has the highest precision, at 100%, followed by Without Mask, which has a precision of 
100%. The proposed here algorithm demonstrates 99.3 percent of precision on average. With 100%, 
the abnormal class achieves the highest recall; Normal 99 percent recall is the lowest, while 99 
percent recall is the average. Lastly, the value of the F-score has been found to be 99% on an average, 
with Normal at its highest 99% and Abnormal at its lowest 99%. Some energy is needed by cameras 
to send photos and emails to appropriate authorities using this proposed model Panda, N. et al., [18].   

 
Table 3 
Performance Analysis of the Proposed 
Algorithm for Detection and Classification of 
Face Mask Images 
Class Precision Recall F1score Support 
Abnormal 1 0.99 0.99 288 
Normal 0.99 1 0.99 288 
Average 0.99 0.99 0.99 576 

 

        (7) 

 

        (8)

 
Before the face detection algorithm is activated, the model examines the video frame by frame. 

The caffe model is used to identify faces in this case Routray, P. K et al., [21]. The image will be 
processed following face detection, including resizing and converting to an array for execution Reddy, 
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D.S. et al., [20]. After that, the processed image is given to the proposed model as an input, and the 
video frames are also labelled. In addition to the predicted percentage, the model's output predicts 
whether a face mask is on a person. 

Figures 15, 16, 17 and 18 show a variety of test results regarding the model's capability to identify 
people who are and those who are not wearing facemasks. The image in Figure 15 and Figure 17 
shows the result of identification of an individual without wearing a face mask, as depicted in the 
images, with an accuracy of 100%. In Figure 17 as it can be noticed, an individual appears to have put 
on a face mask that neither covers the nose nor the face completely. Figure 18 shows a person who 
has not put on a face mask with 78.40% of accuracy. Similarly, Figure 16 depicts a facemask-wearing 
individual with a 100% accuracy. 
 

 

 

 
Fig. 15. Person with No-
Mask 100% 

 Fig. 16. Person with Mask 
100%  

   

 

 

 
Fig. 17. Person with No-
Mask 100% 

 Fig. 18. Person with 
No-Mask 78.40% 

  
The proposed model implemented will generate an automatic email alert together with a photo 

of the person to the competent authority for initiating action if the percentage of wearing a mask is 
less than 80%. We use twilio [21] for sending email in the proposed algorithm which is displayed in 
Figure 19. 
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Fig. 19. Email to the authority along with photo 

 
Table 4 
Training and Validity Accuracy and Loss 
Epoch Loss Accuracy Val_Loss Val_Accuracy 
0 0.37213081   95.296 0.34442878 99.375 
1 0.31393072   98.224 0.34453875 99.375 
2 0.31359872   99.079 0.31326306 96.875 
3 0.31332362   98.882 0.31330186 100.000 
4 0.31488904   99.671 0.31455082 100.000 
5 0.31326181   99.243 0.31339660 99.375 
6 0.31327391   99.375 0.31326175 99.375 
7 0.31326264   99.704 0.31326190 100.000 
8 0.31446686   99.868 0.31326169 99.375 
9 0.31331947   99.211 0.31328073 99.375 
10 0.31333685   99.243 0.31326169 100.000 
11 0.32577586   99.671 0.31326371 99.375 
12 0.34451172   99.737 0.31332663 99.375 
13 0.31327507   99.868 0.31326169 99.375 
14 0.31326234   99.375 0.31326586 100.000 
15 0.31326199   99.638 0.31326234 99.375 
16 0.31333774   99.704 0.31326175 100.000 
17 0.31326240   99.737 0.31326169 99.375 
18 0.31326303   99.572 0.31326169 99.375 
19 0.31326172   99.474 0.31456795 99.375 

 
Table 5 
External Validation 
Author Model Accuracy (%) 
Bosheng Qin and Dongxiao Li SRCNet 98.70 
S. A. Sanjaya and S. A. Rakhmawan, MobileNetV2 92 
Gabriel T S Draughon et al., R-CNN 96 
Mohamed Loey et al., ResNet 50 81 
S. V. Militante and N. V. Dionisio,  VGG-16 96 
G K Jakir Hussain et al., Proposed Method CNN 91.11 
Preeti Nagratha et al., MobileNetV2 92.64 
OurModel Proposed CNN Model 99 

 

https://sciprofiles.com/profile/author/Y2JBb3lRL1NyakNnQ2JwTGZkYzVKbzNuQXJDeWJGWHBVZEwwTmwwK0dzMD0=
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5. Conclusion 
 
The proposed approach has been conducted on a two-fold basis, it is involved in a single IoT 

framework, each part of the work has been found to demonstrate better results in comparison with 
the earlier models. Using deep learning methods for prevention, the detection procedure is 
approximately 100% accurate. Additionally, the internet communication is verified. For the mask 
similar to face is not considered here and kept for future work.  
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