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Breast cancer is a heterogeneous disease that involves molecular alteration, cellular 
alterations, and clinical outcome for which the classification of Breast cancer remains 
a challenge to diagnose. Current practice uses immunohistochemistry markers and 
clinical variables to classify Breast cancer, but this approach has limitations due to the 
inclusion of other tumour subtypes and healthy individuals. Machine learning 
approaches based on mRNA expression data offer new possibilities for researchers to 
investigate the potential of molecular biomarkers as one of the diagnostic 
characteristics. The purpose of this study is to evaluate features (genes) rank through 
feature selection method for Breast cancer diagnostic test. Three feature selection 
methods of IG, relief and mRMR were applied and subsets of top 100, 50, 25, 10, 5 and 
3 were created. Each subset was tested with SVM, LR and RF classifiers and its 
performance was assessed using confusion matrix. The result of this study found that 
the feature selection of IG, reliefF and mRMR was able to achieve highest accuracy with 
SVM, LR and RF classifier. mRMR with RF classifier achieved highest accuracy with the 
least number of top rank genes with 25 genes. Hybrid feature selection approached 
(mRMR + SVM) improved accuracy of top 3 highest rank genes using SVM, LR and RF 
classifier. Future work should aim to use other feature selection methods and classifiers 
to explore the classification accuracy with the least features subset in multiclass cancer 
dataset.  
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1. Introduction 
 

Breast cancer is notable as one of the leading causes of death among women with 14% of cancer 
deaths worldwide [1]. Breast cancer, like most other types of cancer is known as a heterogeneous 
disease, a disease which caused by different genes and alleles. Current practice uses classical 
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immunohistochemistry markers (IHC) and traditional clinicopathological variables such as 2 tumour 
size and grade, Estrogenic-receptor (ER), Progesterone receptor (PR), Human Epidermal growth 
factor receptor 2 (HER2) to subdivide this disease classification. This practice helps to explain some 
of the complexities of Breast cancer for a better prognosis [2]. However, this conventional approach 
has significant limitation as it also identified in other tumour subtypes and even within healthy person 
who are under stress [3].  

The advancement of global gene expression profiling improves Breast cancer classification by 
unveiling the distinct intrinsic molecular characteristics apart from commonly used clinical-
pathological variables. There is an urgency in using genomic stratification in Breast cancer, though 
the molecular heterogeneity is a well-recognised characteristic in Breast cancer, but it is poorly 
considered in current clinical setting. Some biomarkers may have shown potential to detect certain 
specific types of Breast cancer, thus finding new biomarkers to different types of Breast cancer to 
predict prognosis should be done on a larger scale. Ribonucleic acid (RNA) has been one of the 
reliable diagnostic indicators for cancer and numerous studies have mentioned the association of 
messenger RNA (mRNA) with Breast cancer. A recent study by Gera et al., [4] found an association 
between Cyclin-dependent kinase 2-associated protein 1 (CDK2AP1) with Breast cancer cell where its 
expression was 38 folds lower than of adjacent non-cancerous cells. In contrast, CDK2AP1 levels were 
three times higher in disease-free patients at 10 years than in patients who died of Breast cancer. 

The advent of microarray data from public database allows us to monitor thousands of different 
gene expression levels simultaneously that help in disease diagnostic, particularly on Breast cancer. 
There are challenges to handle all features in a microarray dataset as it requires a lot of time in terms 
of rendering and analysing. This was when Machine learning application started in biomedical 
research since it enables analysis to be done in a short period.  In recent years, Support Vector 
Machine (SVM) has been among the top machine learning used in predicting mRNA expression to 
classified Breast cancer. SVM already gained it attention as one of the reliable machine learning 
classifiers and also for feature selection in gene expression dataset [5]. In a study where SVM 
classifier were chose together with feature selections of mRMR on RNA seq cancer data resulted an 
accuracy of 0.751 in comparing between people with cancer and healthy person [6]. SVM was the 
only classifier chose for a hybrid method feature selections where an accuracy of 100% was recorded 
[7]. Another study conducted by Kim et al., [8] using logistic regression found that this classifier was 
able to perform well in the classification of multiclass gene expression data. On the other hand, 
Random Forest was mentioned as the alternative reliable machine learning in related to microarray 
data [5]. Study on feature selection Lasso or Relief on RF found an accuracy of 85.6% [9]. A recent 
finding of using hybrid anova and lasso methods for feature selection of microarray data and testing 
on spark environment denoted that RF perform best with 100% in two dataset and 96% in one 
dataset in a less time consumed [10]. Other applications of machine learning approach particularly 
on predictive models could be found in various field of studies including intervention and prevention 
of diabetic retinopathy [11], diagnosis of Alzheimer’s disease [12], prediction of dengue outbreaks 
[13] and heart failure [14], prediction and classification on future PM10 concentrations [15], 
forecasting reservoir water level [16], forecasting daily sales data [17] and rainfall prediction in flood 
prone areas [18] and brain MRI image classification for Alzheimer's disease [19]. 

However, microarray data have apparent characteristics of high-dimensional features with 
respect to small sample size lead classifier to overfit, therefore, one of the effective methods to solve 
this situation is by using feature selection methods [20]. Feature selections help to filter out the 
features that redundant and does not give value in improving prediction and presenting only 
important distinct features that carry high weightage that will increase accuracy in classification [21].  
Previous study showed that Binary dataset have shown a tremendous accuracy with Relief, Lasso [9]. 
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Further research explored to find the very least features but still having high accuracy, and a study 
reported three features enough to attained high accuracy (100%) using feature selection-machine 
learning (FS-ML) [7]. A multiclass dataset would give a different challenge, especially if the selected 
dataset has features higher than 50000 with 6 subtypes. Past study had reported the using of PCA 
which end up with low accuracy due to loss of information [22]. To solve this problem, potential 
feature selections method like mRMR and reliefF and a hybrid method were proposed together with 
classifier that can handle with multiclass dataset. SVM, Naïve Bayes (NB), k-NN and Decision Tree 
(DT) machine learning classifier was previously reported in other study involving multiclass dataset 
with much lower features [23].  

This study focuses entirely on RNA as a dependent variable in Breast cancer since it has been 
recognized as a promising biomarker in cancer treatment. The sophisticated approach of machine 
learning can shed light on how RNA relates to Breast cancer that can be discovered reliably and can 
aid medical practitioners in cancer management. In addition, this study may benefit the 
pharmaceutical industry in developing miRNA-based therapy, which has the potential to be the next 
game changer for cancer treatment. Thus, the goal of this study is to develop and evaluate predictive 
models that can classify Breast cancer subtypes using RNA-microarray data, which can enhance 
existing diagnosis and aid in therapy options. 

 
2. Methodology  
2.1 Dataset 

 
Data on Breast cancer gene expression was downloaded from Curated Microarray Database 

(CuMiDa) which consists of 151 samples [24]. The target variable is identified as the type of Breast 
cancer in group classifier which means the desired prediction would be either group classification of 
Basal, HER, Luminal A, Luminal B, HER, Normal or Cell_line. Of all the samples, 33 were HER subtype, 
41 were basal subtype, 14 were cell line subtype, 29 were luminal A, 30 luminal D and 7 were normal 
subtype. The input variable is distinct mRNA which consists of 54677 genes or features level. The 
approach to achieve the objective of the study is shown in Figure 1.  

At the first stage, three feature selection methods of Information Gain (IG), reliefF and Maximum 
Relevance Minimum Redundancy (mRMR) together with ranker evaluator were applied to make a 
feature selection through individual feature score. A few subsets from each feature selection 
methods’ top ranked features were created as followed, top 100, top 50, top 25, top 10, top 5 and 
top 3. After that, each subset will be evaluated with three different classifier which were Support 
Vector Machine (SVM), Logistic Regression (LR) and Random Forest (RF) with 10 folds cross validation. 
The performance of classifier will be evaluated using classification confusion matrix. The best feature 
selection methods will then continue with another set of experiment on testing feature selection 
using SVM hybrid method for stage 2. A subset of top 10, top 5 and top 3 were created and then 
validated with the same three classifier with 10 folds cross validation. Finally, the performance of 
each classifier will be evaluated using classification confusion matrix. 
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Fig. 1. Breast cancer Classification Procedure 

 
2.2 Feature Selection 

 
Feature selection is an important method in removing features that obviously irrelevant and 

redundant. Since microarray dataset have high dimension of features, feature selection become 
mandatory in this study. There are four feature selection methods applied to the dataset namely 
Information Gain (IG), reliefF and maximum Relevance Minimum Redundancy (mRMR).  

Multiple studies reported using IG in their study [20,23,25]. IG can be identified as a classical 
popular feature selection in microarray data as it is reliable and less time consuming. The differences 
between entropy and conditional entropy, which show the reduction of uncertainty, can be used to 
assess the relevance of genes in a certain category as indicated in the Eq. (1).  
 
g(Y, X)  =  H(y) –  H(Y|X)             (1) 
 
where H(Y|X) signifies the conditional entropy, which depicts the uncertainty based on the known 
variable, and H(y) means the entropy of dataset Y, which quantifies the uncertainty associated in 
predicting the value of a random variable.  

Maximum Relevance Minimum Redundancy (mRMR) method investigates the correlations 
between features and target according to mutual information. Max Relevance and Min-Redundancy 
are two criteria that used in the mRMR method strategy. This method will evaluate based on its 
relevance to target and its redundancy to other features, this will then generate two feature lists 
which are MaxRel feature list and mRMR feature list. The feature lists are ranked according to their 
importance to target. This can be read by the Mutual Information measure (MI) value, a higher MI 
value indicates a strong correlation [6]. MI is defined by:    
 

I(x, y) = ∫ ∫ p(x, y)log
p(x,y)

p(x)p(y)
dx dy           (2) 

 
where p(x, y) represents the joint probabilistic density, and p(x) and p(y) represent the marginal 
probabilistic densities. mRMR has been reported increase accuracy with both binary and multiclass 
data when using hybrid method of mRMR and Artificial Bee Colony (ABC) [26].  
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On the other hand, ReliefF was designed to deal with multiclass dataset other than incomplete 
and noisy dataset, in feature selecting of the high dimensional dataset [23]. ReliefF focusing on 
optimal gene subsets that can differentiate instances that close with each other. This is done by 
calculating the quality of features that have weights greater than the threshold using the distinction 
of a feature value between a given instance and the two nearest instances, namely Hit and Miss 
which later will update the quality estimation on Wi.   
 

Wi = Wi +
∑ DH

k
k=1

nk
+ ∑ Pc

c−1
c=1

∑ DMC
k
k=1

nk
          (3) 

 
where nk is the number of instances in class k, DH (or DMC is the sum of distance between the 
selected instance and each) H (or Mc), Pc is the probability of class c [27].  

 
2.3 Predictive Modelling 

 
All the subsets stated at 2.1 were tested with three machine learnings model which were Support 

Vector Machine (LibSVM), Logistic regression (LR) and Random Forest (RF). All the models will be 
validated in WEKA. A 10 folds cross validation was set in each of the run [28].  

SVM is a supervised machine learning that categories binary class problem into multiple classes 
of labelled training data by binarization technique [29]. SVMs used hyperplane boundary to separate 
between classes, with first will be assumed as linear models. The separation of when determining 
the hyperplanes depend on the notion of margin. A clean separation between two classes indicates 
by maximum margin hyperplane that marked by none training data points in it and large margin does 
not exist on each side. In the case of miRNA, the solution in maximizing margin size was by support 
vectors in both classes which with b is the bias on the equation will dictates the shift in the hyperplane 
boundary. Feature vectors (xi, yi), that consist in miRNA dataset is shown in Eq. (4) where yi ∈ {+1, 
−1}. 
 
yi(wxi  +  b)  −  1 ≥  0            (4) 

 
Logistic regression technique was used when the dependent variable is categorical. Mainly used 

for binary classification where in microarray data, let y would be an array of binary disease status (1 
for cancer and 0 for normal). Let x = xj1, xj2, … , xjn−1 expression vector, where xj is the expression 

level of the jth gene. Building a logistic prediction model with microarray data, on the other hand, is 
fundamentally different from normal logistic modelling since the number of genes (predictors) p can 
be thousands while the number of arrays (subjects) n is often less than 100 [30]. Multiclass 
classification was implemented using the same principles as binary classification. 

On the other hand, Random Forest classifier consists of a large number of decision trees where 
the new sample classification was made depending on the voting by each of the individual decision 
trees which known also as ensemble learning method. The Random Forest was constructed by the 
following manner. Each decision trees will be selected n samples at random, certain features also 
been selected at random, where the best split of features 26 based on, for example Information Gain 
is used as the binary split on that node which repeated until the predefined minimum node size is 
reached. Later, the new data classification was done by aggregating all the decision trees predictions 
on look on the majority vote [20]. 
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2.4 Performance Measure 
 
Results from each classifier was evaluated using confusion matrix as shown in Table 1. True 

positive (TP) is the number of the correctly predicted positive samples, False positives (FP) is the 
number of the rest of the positive samples which incorrectly predicted. On the other hand, True False 
(TF) defines as the number of the correctly predicted negative samples and False negative (FN) is the 
number of the rest of the negative samples which incorrectly predicted.  

 
Table 1 
Confusion Matrix 

Predicted Actual 

Y=0 (Negative) Y=1 (Positive) 

Y=0 (Negative) True Negative (TN) False Positive (FP) 

Y=1 (Positive) False Negative (FN) True Positive (TP) 

 
Then, classification performance was measured using classification accuracy (CA), which is 

defined as the ability of each classifier to make the correct decision divided by the total number of 
the data [31]. This measure is suitable for multiclassification performance, and it is computed 
according to Eq. (5). 
 

CA =
TP+TN

TP+TN+FP+FN
             (5) 

    
3. Results  

 
At the first stage, three feature selection methods were applied to dataset which included IG, 

ReliefF and mRMR.  Features were ranked based on significance value, where in this study subsets of 
top 100, 50, 25, 10, 5 and 3 were used. All these subsets will then be tested with three machine 
learning classifiers which were Support Vector Machine (SVM), Logistic regression (LR) and Random 
Forest (RF) and its performance are shown in Figure 2 to Figure 4 respectively.  

The performance of feature selection methods in three different classifiers showed best at 
around top 100, top 50, and 25. The performance later drops clearly on top 10 and 5 and perform 
worst at top 3. mRMR feature selection performance was consistently high for the top 100, 50, 25, 
and 10 for all three classifiers given the accuracy is within 88.08% to 98.01%. ReliefF performance for 
all three algorithms showing the same pattern, of maintaining accuracy for top 100 and 50 before 
decreasing on top 25 and 10 but perform the best for the top 3 for the SVM and LR algorithms. IG 
performance varied between three algorithms. It performs the best in RF with the accuracy within 
95% for the top 100, 50 and 25, and 10. However, with SVM validation, it only recorded accuracy 
around 95 % with its top 100 and top 50 subsets. IG performs worst in LR with its highest accuracy 
only 88.74%. Thus, from this section, mRMR was identified as the best feature selections due to its 
high accuracy in all the classifiers and it recorded the least number of features for the highest 
accuracy achieved. A study by Dashtban and Balafar [32] on small round blue cell tumour (SRBCT) 
which was the same type of multiclass microarray data found a 100% accuracy achieved with Naïve 
Bayes classifier using top 50 genes subset with feature selection methods of fisher-score and 
Laplacian-score. However, the dataset was lacked due to a relatively small number of original 
features with only 2308 genes. A microarray dataset with less than 10000 was questioned on its 
stability as criticized in a review paper conducted by Hambali et al., [21].    
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Fig. 2. Performance of top genes with SVM 

 

 
Fig. 3. Performance of top genes with Logistic Regression 

 

 
Fig. 4. Performance of top genes with Random Forest 

 
The analysis continued with testing feature selection using SVM hybrid method for stage 2. The 

best feature selection method of mRMR will be combined with SVM feature evaluator method before 
being validated with the same three classifiers. In this section, only subset with top 3 genes of hybrid 
(mRMR+SVM) was tested, as we aimed to get high accuracy in lowest number possible of features 
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used. The feature selected were 226961_at (SPARC like 1(SPARCL1), 210930_s_at (erb-b2 receptor 
tyrosine kinase 2(ERBB2) and 200795_at (proline rich 15(PRR15)). Top 3 features were used according 
to the report, by using this method of FS+SVM, they will be able to get high accuracy using only 3 
features in binary dataset [7]. The confusion matrix of each classifier was presented in Table 2.  

 
Table 2 
Confusion Matrix for SVM, Logistic Regression and Random Forest  
Classifier Confusion Matrix Classification 

 a b c d e f 

SVM a 38 1 0 0 0 2 Correctly classified = 138/151  
Incorrectly classified = 13/151  
Percentage = 91.39%  
 

b 0 27 0 0 0 3 

c 0 0 14 0 0 0 

d 0 0 0 7 0 0 

e 0 0 0 0 28 1 

f 1 3 0 1 1 24 

Logistic Regression a 38 0 0 1 0 2 Correctly classified = 130/151  
Incorrectly classified = 21/151  
Percentage = 86.09% 

b 1 23 0 0 0 6 

c 1 0 13 0 0 0 

d 0 0 0 7 0 0 

e 0 0 0 0 27 2 

f 2 4 0 0 2 22 

Random Forest a 39 0 0 1 0 1 Correctly classified = 133/151  
Incorrectly classified = 18/151  
Percentage = 88.08% 

b 1 25 0 0 0 4 

c 0 0 13 0 0 1 

d 0 0 0 7 0 0 

e 0 0 0 0 27 2 

f 2 4 0 1 1 22 

Note: The letters a, b, c, d, e and f represent basal, HER, cell_line, normal, luminal_A 
and luminal B respectively 

 
The performance of each classifier using hybrid method of mRMR and SVM (mRMR+SVM) then 

were compared with performance when using feature selection method of mRMR only and the 
results were shown in Table 3.  

 
Table 3 
Performance of top genes hybrid 
method vs filter-only method  

   mRMR+SVM mRMR 

SVM  91.39 62.25 

Logistic Regression  86.09 61.59 

Random Forest  88.07 60.26 

 
According to Table 3, overall hybrid method of mRMR+SVM improved its top 3 accuracies in SVM 

classifier to 91.39% from 62.25%. The hybrid method also improved top 3 accuracies to 86.09% from 
62.25% when using LR classifier, and the same occurred when validated with Random Forest classifier 
where top 3 accuracies improved from 88.07% to 60.26%. In summary, hybrid method of 
mRMR+SVM abled to increase top 3 features subset accuracy significantly, with SVM classifier was 
the highest accuracy with 91.39%. By checking on DAVID repository platform by Huang et al., [33], a 
powerful free public online bioinformatics resources that provide functional interpretation of large 
list of genes derived from studies including microarray, found out that three of the top ten feature 
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genes from ReliefF (erb-b2 receptor tyrosine kinase 2(ERBB2), estrogen receptor 1(ESR1) and 
forkhead box A1(FOXA1)),  and four from mRMR (CD93 molecule(CD93), erb-b2 receptor tyrosine 
kinase 2(ERBB2), estrogen receptor 1(ESR1), migration and invasion enhancer 1(MIEN1)) were 
directly correlated with the Breast cancer disease. It suggests the feature rank of feature selections 
has a meaningful correlation to the real biological function which has higher chances to act as the 
biomarker for the disease.  

 
4. Conclusions 

 
Finding from this study showed all three features selection methods of IG, ReliefF and mRMR has 

abled to help classifiers achieved a high cross validation accuracy with much lower features. This 
solved the problem on to handling high-dimensional features of this dataset. Observation from the 
result clearly indicates that ReliefF and mRMR performance were better than IG where IG scored 
lowest in all subsets tested except top 3 in all classifiers as compared to ReliefF and mRMR. Unlike 
mRMR and ReliefF, IG classic method ignore the features dependencies that lead to its bad 
performance. The characteristic of the mRMR algorithm that chose features based on mutual 
information of maximum-relevance to the target and minimum redundancy has performed the best 
in term of consistent highest accuracy with lowest number of features as compared to IG and ReliefF. 
This signifies that adequate information of the whole dataset features was greatly represent by the 
top rank features although it performed lowest on its top 3 accuracy. However, hybrid method 
chosen (mRMR+SVM) has helped to boost accuracy on the top 3 rank indicates that the hybrid 
method works in a sense that after filter method of mRMR removed irrelevant features, the latter 
feature selection method of SVM managed to find the best features subset from the remaining 
features pool. SVM has been agreed by many literatures works incredibly well with small datasets 
and features and abled to separate different multiclass through its hyperplanes.  

There are multiple feature selection techniques that can be used for further study which include 
wrapper, embedded and other hybrid methods that have yet to receive much attention to be tested 
in multiclass microarray type dataset. In addition, one could use other classifiers to explore the 
classification accuracy with the least number of features in multiclass cancer dataset. Through 
accurate classification, a reliable mRNA biomarker can be found and will benefit medical practitioner 
in cancer management, where quick, accurate and cost-effective diagnostic can be done. Thus, the 
end goal is that, hopefully this study may help to increase the likelihood of Breast cancer patient 
surviving chance. 
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