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Online social media platforms are often responsible for the rise of fake news, which can 
occasionally prevent people from knowing the truth and fuels partisan political conflict. 
The idea of "echo chambers" and “filter-bubbles” draws attention to how social media 
is incredibly fragmented, individualized, and niche-focused, all of which serve to further 
polarize public opinion. These terms have been associated with the referendum of 
Brexit in the UK and the victory of Donald Trump in 2016's US presidential election. The 
term “homophily” on the other hand refers to the tendency of people to be in a circle 
that shares the same thought and interest, that could also contribute to political division 
in social media. In the positive side, high political polarization demonstrates the 
freedom of expression, on the other hand it can heighten political tensions and 
inequalities, which may have an adverse effect on a nation's stability. Determining 
political division and its origins via social media is therefore a crucial topic for discussion. 
In this research work, several articles were examined to discover the computing 
methods and approaches employed by the existing works for identifying political 
polarization in social media. 
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1. Introduction 
 

Every day, millions of individuals use social media, generating vast amounts of digital data that 
can be used to extract useful information about human dynamics and behaviours. The media 
platform all over the world has experienced dramatic shifts over the past few decades with the 
growth of the internet, legislative reforms, and the changes of public preference. These 
developments, particularly in social media have led to substantial changes in the journalism industry, 
particularly in the reduction of newspaper’s production replaced by the digital news outlet, the 
emergence of online media, often of a thematic or political bent. The evolution of social media 
platforms such as Facebook, Instagram and Twitter have driven a significant change in the way the 
news was interpreted by the whole world, with algorithms that encourage sensational and divisive 
content. It has gained popularity due to its ability to connect people across the globe and people are 
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free to express everything. It also contributes to the increased sharing of news on the internet 
because of the formation of networks among users.  

Scholars pay great attention to the intersection of social media and politics [1-4]. The filter 
bubbles are a term that is an exhibition arising from the use of social media that refers to groups or 
people who provide their own views, contributing directly to the polarization of public opinion [3, 5-
7]. The reasons why this topic is of increasing interest are due the prevalence and common political 
content in social media. In fact, 25 percent of the Facebook and Twitter users’ report that they have 
experienced seeing the political news in their daily news update [8] in their personal social media 
account. Not only in the United States, but throughout the whole world, political polarization is on 
the rise [9-11]. This can be due to the increase of social media usage. Political polarization can be 
classified into two types. The first is ideological polarization, which is defined as the difference 
between political opponents' viewpoints, beliefs, attitudes, and postures. The second is affective 
polarization, which is based on the research into the function of identity in politics and how the 
importance of identification within a group (such as a political party) can aggravate enmity across 
groups [12,13]. Affective polarization measures how much people enjoy their political allies and 
detest their political opponents [14]. A higher level of polarization may be beneficial for society due 
to its capacity to anticipate increasing levels of political activity and voter views [15]. On the other 
hand, can also bring negativity to the democracy, increasing power concentration [16], legislative 
deadlock [17,18] and dissatisfaction among citizen [19,20]. Social media has been claimed to be the 
cause of the increase in civic engagement, but such interaction can also turn people away from 
politics in hyper-partisan situations. Similarly, polarization itself could make politics less interesting 
to people. On the other hand, the disclosure of misinformation about the news can help in forming 
support groups to destroy opponents. In politics, the definition of an echo chamber is a metaphorical 
solution of explaining a condition where the only similar facts and opinions are exchanged [21]. 
People within the circle of echo chamber can only come across the facts in which they already agree. 
They also believed that the contents that were fed to them are always true. Under these 
circumstances, anyone who disagrees with the fact will be said to have been misinformed and the 
worst will be labelled as naive. Some fear that personalization algorithms on the internet will ease 
the echo chamber’s role by setting the specific contents on the specific target readers to gain more 
and more support.  Some even believed that the discrimination of desire and belief will widen up the 
gap of those who are knowledgeable about politics and those who are not, could indirectly increase 
political tensions and political gap differences that could endanger the democracy by suppressing the 
democratic awareness and communication [21-23]. This could also affect the digital political activity 
on social media. The structure of the social community of individuals is affected by the phenomenon 
of homophiles. Homophily is a person’s tendency to associate themselves with others who have 
similar interest and thought [24]. Individual networks tend to be homogeneous in diverse features, 
such as demographics, socio-economic situation, political beliefs, class and race [24]. As a result, 
one’s tendency may develop based on other people who are like-minded and share common 
characteristics, that will further narrow down the political news gained from its social environment. 
The term "filter bubbles “is coined by [25] is another term to describe the state of people in social 
media that is fragmented resulting from the intelligent personalized algorithm based on the 
information such as the search history, past-click behaviour on the internet and  the location of the 
user. The alarming features of echo chambers is they may spread the biases or fake news that tend 
to lead to the lack of original thought, challenging ideas and opposing viewpoints. This phenomenon 
is concerned for the future of human knowledge, limiting the quality of fact and information from 
the diversity of content that hinders people from developing understanding on complex issues. 
Therefore, it is important to identify the echo chambers, homophily and other factors that caused 
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polarization in social media leading to the spreading of disinformation contributed to pressure and 
the gap in political situation. The main objective of this study is to identify the computation 
techniques and methodologies used by existing studies to detect political polarization in social media. 

 
2. Identifying Political Polarization in Social Media   

 
One common method to investigate echo chambers and polarizing opinion in social media is 

through modelling [26,27]. The concepts from the study of dynamics opinion have evolved since the 
1970s and many were borrowed from this approach. The establishment of consensus relies on the 
early models of opinion [28]. In time, the researchers have been diversified into models that 
encourage multiple opinions to coexist, with the nature of a special case of two opposing opinions 
(i.e., polarization). These models are focused on either an existing model of consensus or new 
processes focused on sociological and psychological hypotheses. [27,29,30]. The new polarization 
models incorporate processes focused on the idiosyncrasies of social media online; for example, the 
algorithmic bias [31] and re-connection of social ties [9]. The study by [32] investigates whether users 
were clustered into like-minded groups using an algorithm for community detection [33] to separate 
users into regular contact groups in each network. The study showed that users of partitions gave 
high modularity ratings [34] for all the examined networks, indicating a solid group structure. There 
is ample evidence to conclude that the development of social networks may influence the change of 
attitudes and behaviours. Peer views are believed to be heavily affected individual perceptions [35]. 
Online media networks are considered to profoundly affect the perceptions and attitudes in many 
aspects of human life [25,36]. Research has shown that certain human traits are clustered into social 
networks [37] such as happiness, obesity, smoking and political opinions. It is assumed that such 
grouping on social networks ('homophilia') emerges from both a preferential relation to similar 
individuals when developing or breaking ties, and from peer interaction making related individuals 
more alike. Though it can be complex to discern which process has worked in observational research 
to induce homophobia [38], experimental methods were used to show online peer control 
influencing human habits and attitudes like musical tastes [39], health-related behaviours [40], 
possibility to vote [41], evaluation of news articles and emotional transfer [42]. 
 
2.1 Modeling 

 
One of the most common questions when studying dynamics in the social field is “who influences 

whom?”. Not only sociologists and psychologists are interested in this question, but it has also 
attracted many other people specifically in marketing analyst, political scientists, and organizational 
scientists. The scoring systems are used by many probabilistic models as a framework for the degree 
of influence, interaction, and other social relationships in social media platform [43-46]. Since the 
relationships with influence are rarely made explicit, they need to be inferred from other 
information. Traditionally, influence has been studied by analysing the structural links pattern in the 
observed networks, such as "friendships" with Facebook and “Follower” in Instagram [47]. Since the 
level of relationships are rarely made transparent, they must be inferred from other evidence. A 
personalization algorithm has become a common solution to solving the topic of information 
overloading. As a result, it could distort the facts and content and hinder the access to the 
information of important topics. The researchers [48] established a model of opinion dynamics in 
which individuals are linked through social networks that may affect their decision based on the 
perspectives to which they are exposed to. They also examined the interplay between those 
mechanisms and the key features of real networks. The study also revealed that algorithmic filtering 
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affects the information exchange, especially the views and opinions made by others in the cases 
where information is against the user's pre-existing belief. Figure 1 is an example of the opinion 
formation model developed by [48]. There are three parts of the opinion forming model. The first 
part is the fundamental mechanism of the social network that connects users across bonds of 
friendship. The second is the process of activation that determines the timing of the sharing of 
information between users via the social network. The third part is the algorithmic filtering process 
that chooses which data is viewed in the timeline of the user. A study by [49] put forth a model to 
gauge opinions in which a minority of influential individuals people spread their ideas via social 
networks. An opinion probability density function is the model's output. To measure how polarised 
the final distribution is, they devised an index. the suggested methodology used in a discussion on 
Twitter about the late president of Venezuela, Hugo Chavez. The suggested method able to identify 
various levels of polarisation based on the network's structure. 

  

 
Fig. 1. Schematic representation of opinion dynamic  [48]  

 
The study by Wang et al., [50] is another example that suggested a model to replicate the memes 

spreading on Twitter. The study was performed by modelling the evolution of the language used by 
people to observe the substance of interaction to detect influence in the form of temporal dynamics 
[51]. Their model builds on the significant body of sociolinguistic study that suggests, when two 
people communicate, either orally or in writing, words used by someone on social media can 
contribute to the possibility of imitation by others. The degree of influence to which it is measured is 
based on the disparities of interaction and relationships of the observed network. This concept is 
regarded as linguistic accommodation [52]. Their model is inspired by Blundell et al.,'s turn-taking 
action model [43], which also incorporates the principle of Bayesian language modelling [53]. 

 
2.2 Machine Learning 

 
Colleoni [54] in their work used machine learning to define and detect the trends generated from 

social media data through the intelligent decisions based on empirical evidence. A training set is used 
to infer a model by using a supervised learning algorithm that is used for mapping data. The training 
data consists of a text corpus that is classified as political and non-political that is related to the 
Democrat or Republican political party according to the characteristics of the investigation. The 
training set is split into two elements. The first element is used to train the algorithm for classification. 
To evaluate the algorithm, the second part is used to test its ability to accurately identify the unseen 
instances and the levels of accuracy range from 0 to 1. They were able to define the general political 
ideology of the users and quantify the levels of political homophilia by classifying all the content 
shared according to the political orientation. The work also revealed that the frequency of homophilia 
is higher than in the non-reciprocated network. The research by [55] uses statistical methods to 
discover the comprehensive dataset of individuals, organizations, incidents, and written texts to 
establish a rigorous and representative measure of socioeconomic, cultural, and human capital forms 
to essentially drive institutional impact. Mohale [56] discussed the issue of fake news on social 
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networks through the use of ensemble machine learning in their work. They also give an analysis of 
the current use of automation to spot fake news on social networks and examine the potential 
modifications to these strategies. They proposed an ensemble-based paradigm for false news 
identification. The study by [57] describes a method for identifying the polarisation of social media 
users during election campaigns marked by the rivalry of political factions, known as IOM-NN 
(Iterative Opinion Mining using Neural Networks). The method uses a feed-forward neural network-
based on automatic incremental process to analyse the postings made by social media users. The 
study iteratively creates new classification rules starting from a constrained set of classification rules 
created from a small fraction of hashtags that are well known to support faction. These guidelines 
are then applied to ascertain how people are strongly identified with a certain faction. The 
methodology has been evaluated based on two case studies that examine the polarisation of many 
Twitter users during the 2018 Italian general election and the 2016 US presidential election. The 
obtained results demonstrate the high accuracy and efficacy of the suggested strategy because they 
are more accurate than the average of the opinion polls and closely match the actual results. The 
method to gauge the polarisation of American state legislatures was developed in a study by [58] 
through an experimental comparison of three different machine learning algorithms. Their strategy 
is based on open-source software and accessible data sources. The findings imply that when 
predicting the polarisation of the state House and state Senate legislatures, artificial neural network 
regression performs better than both support vector machines and ordinary least squares regression. 
The work by [12] introduces a method called TIMBRE (Time-aware Opinion Mining through Bot 
Removal), which aims to identify the polarity of social media users during election campaigns marked 
by the conflict between political factions. This methodology is aware of and depends on the 
categorization of posts and users based on keywords. Additionally, it recognises and removes data 
generated by social media bots that try to change the public's perception of political candidates, 
preventing the dissemination of information that is strongly biased. A case study that examines the 
polarisation of several Twitter users during the 2016’s U.S. presidential election has been used to test 
the suggested methodology. The findings demonstrate the advantages of both eliminating bots and 
accounting for temporal factors in the forecasting process, demonstrating the high accuracy. They 
also examine how the 2016’s U.S. presidential election may have affected political discourse by 
looking at social media bots. 

 
2.3 Sentiment Analysis 

 
Traditional sentiment analysis techniques rely either on collection of rules based on semantic and 

affective data or on supervised approaches to machine learning where the accuracy depends heavily 
on the size and significance of a pre-labelled text sample training set. The social media monitoring on 
voter opinion allows political strategists to forecast a party or political candidate's success and 
improvise their vulnerabilities well before the real elections. Blogs, chats, debates, and interviews 
about the future of political parties and politicians flood the social networks during the election 
season. The amount of data produced is important for research use, analysis and drawing of 
inferences using the recent techniques. The study by [59] introduces the development of a 
computational method utilizing Natural Processing Language (NLP) revealed that two of the most 
consequential and changing trends of contemporary political life are strongly linked (large-scale of 
misinformation and philanthropy initiatives). Conover et al., [60] in their work discussed how the 
networked public domain is formed by social media and promotes contact between groups of various 
political orientations. Six weeks before the 2010’s U.S. congressional midterm elections, they analyse 
two political network interactions made up of more than 250,000 tweets. By using manually 
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annotated results and network clustering algorithms, their result shows that there is a strongly 
divided partisan structure in the network of political retweets, that restricted ties between left- and 
right-leaning users. But this is not the case with the user-to-user network, which is dominated by a 
single group of heterogeneously politicized users where ideologically divided communication at a 
higher rate than the retweet network. They claimed that people with the political motive influenced 
people through promoting dialogue by injecting biased content into information outlets whose main 
audience are those ideologically opposed with the intention to slowly erase their pre-believed 
opinions and eventually agreeing with the content. Their hypothesis is supported with statistical 
evidence. Haselmayer et al., [61] in their work proposed a method for gathering the fine-grained 
sentiment ratings by crowd coding to create a dictionary of negative feelings in a language and for a 
domain of preference. The analysis of large text that requires resource intensive hand coding is 
enabled by dictionary. They measure the expression tonality from dictionary terms and verify these 
calculations with manual coding data. Their results show that the crowd-based dictionary provides 
an effective way for measuring the sentiment. Their findings also indicate that the crowd-based 
dictionary offers accurate and true emotion calculation. A graph-based technique was developed in 
the work by [62] to create three representations of patterns to gather linguistic cues that reveal 
different aspects of written language. They then measure the prevailing degree of echo chamber 
activity on Facebook accounts by identifying the echoing contact between a post and its associated 
comments. Two content-based features are structured to allow such detection; the first helps 
position representation of feedback on a discussion topic, and the second focuses on the form and 
strength of emotion elicited by a topic. To extract certain traits from social media data, their study 
uses semi-supervised, data-driven methodologies. To capture implicit linguistic cues that signal 
various features of written language, this study has developed a graph-based technique to generate 
three pattern representations. An approach for extracting elements that include both target posture 
and emotion traits has also been suggested to better categories echoing behaviour. 

 
3. Conclusion   

 
Over the years, many attempts have been made by scholars to better understand the usage of 

social media that has changed the political landscape towards people’s attitudes and behaviour. 
Many studies revealed that social media is one of the major contributors to the growing number of 
echo chambers that play a significant role on political polarization. In the presence of echo chambers, 
their beliefs are amplified through communication within the closed system and been protected from 
objection. Access to the information that are contrary to the interests of individuals or groups maybe 
limited with the presence of echo bubbles and homophily. This will create the tendency for people 
to be in the circle that only associate themselves with others that have similar interest and thought. 
Most of them are also interested in getting news for just a short period of time and do not actively 
seek out online news on a regular basis, resulting in important disparities in news use. Echo 
chambers, homophily, filter bubbles, and the connection between news consumption, media use, 
and different types of polarization must be understood in the context of media environments that 
are increasingly digital, mobile, and platform dominated. Political polarization through social media 
can sometimes benefit society in terms of practising democracy, however, on the other hand, it can 
also result in increased political tensions and divisions, which can ultimately affect the stability of a 
country. Considering these facts, developing methods and techniques for detecting political 
polarization patterns in social media is a crucial subject. In this paper, we have identified the 
approaches used by researchers to detect the polarization in political opinion. The methods can be 
categorized into three as presented in Table 1. From the standpoint of text analytics and natural 
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language processing, the echo chamber, homophily, filter bubbles, and the connection between 
news consumption can be directly related to the online communications studies, social network 
studies, sentiment analysis, and studies in natural language processing (NLP). It is crucial to have a 
reader-centric approach when evaluating the echo chamber effect through text. The interpretation 
of the posted messages by users requires subjective positions and viewpoints perceived by the 
message. This interpretation represents the context, awareness, and level of interest of readers in 
reading the text. Articulation and acceptance of emotional support relies on the communication skills 
and emotional competence of interlocutors in online communications. 
 
Table 1 
Methods for identifying political polarization on social media 

Methods Description 
Modelling 
e.g., Social Network 
Analysis, Hawkes Model 
[43,45,46,48]. 

For simulating the formation of social networks, mathematical random graphs were 
utilized to describe how users interact as they join the network. Random graphs are 
generated by adding nodes to the graph one by one and adding random edges between 
nodes in accordance with a probabilistic law 

Machine Learning 
e.g., Natural Language 
Processing [55,60,63] 

Computational algorithms that automatically improve and develop through experience. 
It is used as a branch of artificial intelligence. The algorithms build a model using sample 
data, referred to as "training data," to make predictions or judgments without being 
explicitly programmed. 

Sentiment Analysis/ 
Opinion Mining [64,65] 

The analysis of emotion relates to the use of natural language processing, computational 
linguistics, text analysis and physiological characteristics to systematically extract and 
define. The affective states and subjective data are measured and studied. 
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