
 
Journal of Advanced Research in Applied Sciences and Engineering Technology 45, Issue 1 (2025) 71-78 

 

71 
 

 

Journal of Advanced Research in Applied 

Sciences and Engineering Technology 

 

Journal homepage: 
https://semarakilmu.com.my/journals/index.php/applied_sciences_eng_tech/index 

ISSN: 2462-1943 

 

Computation of Fuzzy Linear Regression Model using Simulation Data 

 

Aliya Syaffa Zakaria1,*, Muhammad Ammar Shafi1, Mohd Arif Mohd Zim2, Nurnadiah Nordin2,  Siti 
Mukhaiyarah Mahtar2 

  
1 

2 

Faculty of Technology Management and Business, Universiti Tun Hussein Onn Malaysia, 86400 Batu Pahat, Johor, Malaysia 
Department of Medicine, Hospital Al-Sultan Abdullah, UiTM Bandar Puncak Alam, 42300 Puncak Alam, Selangor, Malaysia 

  

ARTICLE INFO ABSTRACT 

Article history: 
Received 21 August 2023 
Received in revised form 28 February 2024 
Accepted 11 April 2024 
Available online 12 May 2024 

Regression analysis is a powerful technique for determining the causal influence on 
population outcome, although it is susceptible to outliers. It also oversimplifies the 
real-world data and problem, as data is rarely linearly separable. This paper analyses 
the simulation data of a fuzzy linear regression model (FLRM) model, which can aid in 
minimizing the interference of unwanted information, hence improving the precision 
of results. The aim of the fuzzy linear regression model (FLRM) is used to determine the 
best prediction model with the lowest measurement error. The model provides a 
fundamental mathematical and statistical framework for acknowledging the data 
imprecision. This study has applied the fuzzy linear regression model (FLRM) to 
evaluate the data in 15 rows of respondent models. The study implemented 
measurement error of cross-validation technique which is mean square error (MSE) 
and root mean square error (RMSE), to enhance data accuracy. Microsoft Excel and 
Matlab were applied to obtain the result. The simulation result indicates that 
comparing models with two measurement errors should be used to determine the 
optimal results. MSE and RMSE value with six parameters of a degree of fitting H-value 
have been calculated in the study. It concludes that a degree of fitting H-value of 0.0 is 
proven as a good model with the lowest MSE and RMSE measurement errors. 
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1. Introduction 

 
Regression analysis is a statistical method for estimating the relationship between variables that 

have a cause and an effect. Regression analysis is a potent method for comprehending (including 
forecasting and explaining) the causal influence on a population’s result (Jeon [4]). Nevertheless, 
regression models are highly sensitive to outliers. A data point that dramatically deviates from most 
other observations is referred to as an outlier. Variability in measurement may be indicative of an 
experimental error, and an outlier in regression analysis might cause significant difficulty. Actual 
world data and problems are also oversimplified by regression analysis models, as data are rarely 
linearly separable. Fuzzy linear regression provides tools for studying the relationship between 
variables when certain assumptions of multiple linear regression fail. It also provides a fundamental 
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mathematical and statistical framework for acknowledging the imprecision of data. In all statistical 
studies, researchers seek the most recent techniques for minimizing the statistical measurement 
error value (Tanaka et al., [10]: Zadeh [11]: Zolfaghari et al., [12]). A wide variety of fuzzy linear 
models can be used for approximating a linear dependence according to a set of observations in fuzzy 
regression analysis. (Skrabanek & Marek [8]). It can also aid in reducing the interference of 
unnecessary information, thereby improving the precision of the results (Kang et al., [3]).  

A fuzzy regression model is applied to evaluate the functional relationship between dependent 
and independent variables in a fuzzy environment. Fuzzy linear regression analysis is also an effective 
alternative to generally utilized statistics-based regression techniques. Numerous forms of fuzzy 
regression models are presented in the literature, along with a diversity of estimation techniques for 
fuzzy model parameters (Pérez et al., [1]). Previous research has explored and developed a variety 
of applications of fuzzy linear regression and its advantages. A recent study has demonstrated that a 
fuzzy approach, including fuzzy linear regression, is an appropriate framework for lentil yield 
management compared to multiple linear regression, which is ineffective as some of its preconditions 
are not met, as in the data, where some variables were fuzzy numbers (Sorkheh et al., [9]). 
Furthermore, it clearly shows its ability to deal with the perceptual uncertainties involved in strength 
prediction issues by providing a standard equation to estimate output values. This leads to accurate 
predictions of the predicted cement strength values, thereby enhancing the design and providing a 
valuable modelling tool for the engineering field (Gkountakou & Papadopoulos [2]). 

 
2. Materials and Methods  
2.1 Materials  

 
Statistical analysis is adaptable and applicable to various fields, particularly the linear regression 

technique. Fuzzy linear regression is a form of regression analysis in which fuzzy numbers represent 
certain model elements. Fuzzy linear functions were proven to be a helpful technique for ambiguous 
occurrences in linear regression models. The statistical software Matlab and Microsoft Excel were 
used to analyse the data. 
 
2.2 Methods 
2.2.1 Fuzzy linear regression (Tanaka et al., [10]) 

 
To formulate a fuzzy linear regression model, the following were assumed to hold (Tanaka et al., 

[10]):  
 

i. The data can be represented by a fuzzy linear model: 
 
Ye* = A1*xe 1 + … + Ag*xe g  ≜  A∗xe,           (1) 

 
Where, 
Fuzzy parameter 𝐴𝑔 

Variable of fuzzy parameter 𝑥𝑒 
Equation of the fuzzy parameter 𝑌𝑒

∗ 
 

𝜇𝑌𝑒∗(𝑦) = 1 −
|𝑦𝑒−𝑥𝑒

𝑇𝛼|

𝜍𝑇|𝑥𝑒|
             (2) 
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ii.  The degree of the fitting of the estimated fuzzy linear model 𝑌𝑒
* =A*𝑥𝑒 to the  

given data Ye = ( 𝑦𝑒 , 𝑒) was measured by the following index ℎ𝑒 , which maximizes h 

subject to 𝑌𝑒
ℎ ⊂ 𝑌𝑒

∗ℎ where:  
 
𝑌𝑒

ℎ ={𝑦|𝜇𝑌𝑒(𝑦) ≥ ℎ} 

𝑌𝑒
∗ = {𝑦 |𝜇𝑌𝑒

∗(𝑦) ≥ ℎ}             (3) 

 
Which is h -level sets. This index ℎ𝑒 is illustrated in Figure 1. The degree of the fitting of the fuzzy 

linear model for all data Y1 , …, YN is defined by min f [hf ].  

 

 
Fig. 1. Degree of fitting of Y_e^* to a given fuzzy data Y_e 

 
iii. The vagueness of the fuzzy linear model is defined by: 

 
JJ = 𝜍1 + … + 𝜍𝑔              (4) 

 

The problem was elucidated by acquiring fuzzy parameters A* which minimized JJ subject to ℎ̅e  
≥ H for all e , where H was selected by the decision maker as the degree of fit of the fuzzy linear 

model. The ℎ̅e  can be acquired by utilizing:  
 

ℎ̅e  = 1 – 
|𝑦𝑒 – 𝑥𝑒

𝑇 𝛼|

∑ 𝜍𝑓𝑓 |𝑥𝑒𝑓|−𝜀𝑒
              (5) 

 
Tanaka et al., [10] model estimated the fuzzy parameter 𝑨𝒆

∗ = (𝜶𝒆, 𝝇𝒆),  which are the solutions 
of the following linear programming problem: 

 

= 𝝇𝟏+… + 𝝇𝒈𝜶,𝝇
𝐦𝐢𝐧  

 
Subject to  𝝇 ≥ 𝟎 and 

 

𝛼𝑇𝑥𝑒 + (1 − 𝐻) ∑ 𝜍𝑓|𝑥𝑒𝑓| ≥ 𝑦𝑒 + (1 − 𝐻)𝜀𝑒

𝑓

 
−𝛼𝑇𝑥𝑒 + (1 − 𝐻) ∑ 𝜍𝑓|𝑥𝑒𝑓| ≥ −𝑦𝑒 + (1 − 𝐻)𝜀𝑒𝑓          (6) 

  
The best fitting model for the given data may be obtained by solving the conventional linear 

programming problem in Eq. (6). The number of constraints, 2 N, was generally substantially greater 
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than the number of variables, g. As a result, solving the dual problem of Eq. (6) was easier than solving 
the primal problem of Eq. (6). 

The fuzzy linear regression model (FLRM) can be stated as: 
 

Y = 𝐴0 ( 𝛼0 , 𝜍0 ) + A ( ,  ) x +… + A ( ,  ) 𝑥𝑔          (7) 
 
2.3 Methodology 

 
Based on the figure above, fuzzy linear regression was applied in this paper as a method to 

evaluate the data. There were six degree of fitting H-values from 0.0 until 0.5 has been applied to 
analyse the centre (𝑎𝑖) and width (𝑐𝑖) of each variable using fuzzy linear regression method. The 
estimated parameter for simulation data will be extracted from the width and centre of each variable. 
The next step was calculating the errors of each H-value using the standard statistical measurement 
errors which are mean square error (MSE) and root mean square error (RMSE). The lowest value of 
error will be chosen as the best prediction model for fuzzy linear regression model in the research. 

 

 
Fig. 2. Step of analysing the data using the fuzzy linear regression model 

 
3. Results and Discussion 

 
Fuzzy linear regression machine model provided 15 rows of data as simulation data. This model 

was used to study and analyse six predictor variables such as 𝐴1,𝐴2, 𝐴3,𝐴4,𝐴5,𝐴6. Microsoft Excel and 
Matlab were applied to obtain the results. The common measurement error of cross-validation 
technique which are MSE (mean square error) and RMSE (root mean square error), will then be used 
to acquire the errors of fuzzy linear regression model. The degree of fitting H-values which are 0.0, 
0.1, 0.2, 0.3, 0.4 and 0.5 will be compared by calculating the centre, 𝑎𝑖 and width, 𝑐𝑖 of six variables 
for each H-value. 𝑎𝑖 is center of the fuzzy parameter while 𝑐𝑖 is the fuzziness of parameter (width). 
The centre and the width will then be used to calculate the MSE and RMSE. The degree of fitting H-
values with the smallest error value of MSE and RMSE will be the best value of the fuzzy regression 
model of this simulation data. 
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Fuzzy linear regression (FLR), proposed by Tanaka et al., [10], was used for predicting 
manufacturing income. This model was compared by six degree of fitting H-values simultaneously. 
The centre, 𝑎𝑖 and width, 𝑐𝑖 of six variables for each H-value has been portrayed in the tables below.   

 
Table 1 
H-value of 0 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 1.078 0 
𝐴2 1.078 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

180.850 
126.003 
-1.803 
-187.292 

18.403 
0 
0 
0 

 
The estimated model parameter for simulation data is stated as below:  

 
Ŷ = (1.078, 0) x1 + (1.078, 0) x2 + (180.850, 18.403) x3 + (126.003, 0) x4 + (-1.803, 0) x5 + (-187.292, 
0) x6  

 
Table 2 
H-value of 0.1 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 942.098 0 
𝐴2 1.108 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

178.834 
126.182 
-1.769 
-176.339 

19.529 
0 
0 
0 

 
The estimated model parameter for simulation data is indicated as follows:  

 
Ŷ = (942.098, 0) x1 + (1.108, 0) x2 + (178.834, 19.529) x3 + (126.182, 0) x4 + (-1.769, 0) x5 + (-176.339, 
0) x6 
 

Table 3 
H-value of 0.2 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 806.618 0 
𝐴2 1.137 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

176.816 
126.361 
-1.736 
-165.388 

20.936 
0 
0 
0 

 
The estimated model parameter for simulation data is stated as below:  

 
Ŷ = (806.618, 0) x1 + (1.137, 0) x2 + (176.816, 20.936) x3 + (126.361, 0) x4 + (-1.736, 0) x5 + (-165.388, 
0) x6 
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Table 4 
H-value of 0.3 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 671.138 0 
𝐴2 1.167 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

174.799 
126.539 
-1.702 
-154.437 

22.746 
0 
0 
0 

 
The estimated model parameter for simulation data is stated as follows:  

 
Ŷ = (671.138, 0) x1 + (1.167, 0) x2 + (174.799, 22.746) x3 + (126.539, 0) x4 + (-1.702, 0) x5 + (-154.437, 
0) x6 

 
Table 5 
H-value of 0.4 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 535.659 0 
𝐴2 1.196 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

172.781 
126.718 
-1.668 
-143.485 

25.159 
0 
0 
0 

 
The estimated model parameter for simulation data is indicated as below:  

 
Ŷ = (535.659, 0) x1 + (1.196, 0) x2 + (172.781, 25.159) x3 + (126.718, 0) x4 + (-1.668, 0) x5 + (-143.485, 
0) x6 
 

Table 6 
H-value of 0.5 
Variable Centre (𝑎𝑖) Width (𝑐𝑖) 

𝐴1 400.179 0 
𝐴2 1.226 0 
𝐴3 
𝐴4 
𝐴5 
𝐴6 

170.764 
126.897 
-1.634 
-132.533 

28.536 
0 
0 
0 

 
The estimated model parameter for simulation data is stated as below:  

 
Ŷ = (400.179, 0) x1 + (1.226, 0) x2 + (170.764, 28.536) x3 + (126.897, 0) x4 + (-1.634, 0) x5 + (-132.533, 
0) x6 

 
FLR model analyses performance using two statistical measurement errors, including MSE and 

RMSE. The performance of the two methods would also be assessed using the degree of fit (H-value) 
in Table 7. The lowest error values determine the best model in fuzzy linear regression. 
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Table 7 
MSE and RMSE value 
H MSE RMSE 

0.0 9.993 3.161 
0.1 78.861 8.869 
0.2 
0.3 
0.4 
0.5 

78.651 
68.125 
57.600 
47.07 

8.869 
8.254 
7.589 
6.860 

 
Based on the table above, H-value of 0.0 has the lowest measurement error, which are mean 

square error value of 9.993 and root mean square error value of 3.161 compared to other H-values. 
The value of fuzzy parameter is very low and has a value even though the value is 0. The obtained 
values in fuzzy parameters are shown in Table 1, which includes six predictor variables. The fuzzy 
mean value of the simulation data can be explained by 𝑨𝟑 with the highest fuzzy parameter = 
180.850. 

 
4. Conclusion 

 
The purpose of the fuzzy linear regression model (FLRM) is to determine the best prediction 

model with the lowest    measurement error. The results of fuzzy parameter shown that H-value of 
0.0 is a good prediction model for simulation data in the fuzzy linear regression model as it has the 
lowest measurement error among other H-values. Table 7 displays the summary evaluation of fuzzy 
linear regression with mean square error and root mean square error. The mean square error for H-
value of 0.0 was 9.993, and the root mean square error was 3.161. Fuzzy linear regression can be 
found in various domains in future applications, particularly for inaccurate data. Although only fuzzy 
linear regression is presented in this paper, another model can be applied by the same approach. 
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