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Across the world, tourism is known as the largest contributor towards economy and 
the fastest developing industry. It has the capability of generating income, creating job 
opportunities and help people to understand the culture diversity of other countries. 
Therefore, tourism demand forecasting is really needed to help the practitioners 
involved as well as government in pricing setting, in assessing future requirements of 
capacity to fulfil the customers’ demand or in making wise decisions on whether to 
explore new market or not. This study focuses on tourism demand forecasting based 
on the number of tourist arrival using recurrent neural network (RNN), which is long-
short term memory (LSTM) model. The data used in this study is historical data of 
number of tourist arrivals in Malaysia before the onset of Movement Control Order 
(MCO) starting from January 2000 to February 2020 due to the COVID-19 outbreak. The 
data set was divided into two subsets, training and testing data sets based on ratio 
80:20. The objective of this study is to determine an accurate forecasting model 
especially in tourism industry in Malaysia. The forecast evaluation implemented to 
predict the error of each model are Mean Absolute Percentage Error (MAPE) and Root 
Mean Square Error (RMSE) and the analyses for this model was performed by using 
Python software. Based on the results obtained, the LSTM model was considered as 
one of the accurate prediction methods for tourism demand in Malaysia due to the 
least error produced. It is hoped that these results can help the government as well as 
practitioners in tourism industry to make a right judgement and formulate better 
tourism plans in order to minimize any consequences in the future. 
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1. Introduction 
 

Tourism is defined as leaving home for a while to relax, spend time with family, friends and 
relatives, recreation and etc., while using the services provided by hospitality practitioners [1]. In 
Malaysia, the tourism industry is known as one of the most important and strategic industries and 
can be classified as Malaysia’s second largest revenue contributor, right after manufacturing sector. 

 
* Corresponding author. 
E-mail address: tsamienah@gmail.com 
 
https://doi.org/10.37934/araset.46.2.9097 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 46, Issue 2 (2025) 90-97 

91 
 

This sector has highest potential to boost the Gross Domestic Income (GDI) so that Malaysia can be 
a developed nation in the future.  

In early 2020, the tourism industry in Malaysia has been greatly affected by COVID-19 pandemic 
and cause big impact towards economies, public services and opportunities on all aspects. Based on 
the Tourism Satellite Account 2020 released by Department of Statistics Malaysia, the record showed 
that in 2020, the percentage of tourist arrivals in Malaysia decreased by 83.4% compared to year 
2019, and its contributing 14.1% only towards the total Gross Domestic Product (GDP) [2]. Nowadays, 
we can see that the Ministry of Tourism, Art and Culture (MOTAC) of Malaysia is committed to 
redevelop this tourism industry after COVID-19 outbreak. Therefore, in order to accelerate the 
recovery process of this industry, a lot of aids and incentives have been provided, especially to the 
private sectors. Based on the observations after the country’s borders reopened on 01 April 2022, 
the government are confident that the tourism industry was on the right path to recovery. 

Figure 1 shows the trend of the number of tourist arrivals in Malaysia before Movement Control 
Order (MCO). Overall, there was up and down trends over the time. But, unfortunately, after the 
COVID-19 outbreak starting from February 2020, the number of tourist arrivals in Malaysia decreased 
dramatically.  
 

 
Fig. 1. The number of tourist arrivals in Malaysia before MCO from 
January 2000 to February 2020 

 
Accurate forecasting will give a big impact on the future decision-making process [3]. Based on 

the valuable information generated from accurate demand forecasting, a lot of organizations are able 
to make right decision regarding pricing, strategies for business development and the needs to fulfil 
the customer expectations in the future [4].  

Recently, RNN has been widely implemented especially in time series forecasting. Based on 
Mikolov et al., [5], RNN also called as multilayer perceptron (MLP) architecture improved version, 
which consisting of three important layers such that input layer, hidden layer and output layer. RNN 
was designed to link the inputs, as a whole to each output in the presence of previous computations, 
whereas the existing feed-forward artificial neural network is limited to one-to-one mapping only [6]. 
RNN have the ability to store the output of a specific layer and returning this back to the input to 
forecast the outcome of the layer.  

LSTM model is a special kind of RNN and broadly used in time series prediction due to its capability 
of handling non-linear features of time series data. This architecture introduced by Hochreiter and 
Schmidhuber in 1997 and comprises of iterative learning unit in the model and several gates, namely 
input gate, input modulation gate, forget gate and output gate [7,8]. According to Sepp Hochreiter 
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and Jurgen Schmidhuber [9], each gate in LSTM has its own special role. Input gate will handle the 
new input from outside and process newly arrived data; memory cell input gate takes input from the 
output of the LSTM cell in the last iteration; forget gate decides when to forget the output results 
and selects the optimal time lag for the input sequence; and output gate takes all results computed 
and generate output for the LSTM cell. With the existing of these features, LSTM has great potential 
in handling problems related to forecasting, especially in tourism demand forecasting.  

In 2020, Zhang et al., [10] implemented LSTM and other four benchmark models to predict the 
daily tourist flow with Jiuzhaigou consumer search data. Based on the experimental results, LSTM is 
well performed in tourism demand forecasting based on the accuracy level. J. Saivijayalakshmi and 
N. Ayyanathan [11] designed LSTM forecasting model to predict the trend of foreign tourists’ arrival 
to India. LSTM, ARIMA models and Holt-Winter Exponential Smoothing were compared and they 
concluded that LSTM outperformed others with the least error. On the other hand, Shun-Chieh Hsieh 
[12] used LSTM, Bidirectional LSTM (Bi-LSTM) and Gated Recurrent Unit networks (GRU) to improve 
the accuracy level of tourism demand forecasting in Taiwan. From the observations, the researcher 
found that the best forecasting model was LSTM with its variants with lowest percentage error. 
Meanwhile Anisa et al., [13] implemented three models of Long Short-Term Memory (LSTM) to 
predict the demand factors of tourist arrivals in Indonesia. They claimed that all predictive models 
are performed well with highest accuracy percentage. 

Apart from tourism demand forecasting, LSTM is also widely used in non-tourism-related 
industry. Weng et al., [14] formulated an integration between LSTM and light-GBM for supply chain 
sales forecasting. The results shows that this combination did an excellent job in predicting supply 
chain sales. Furthermore, in 2020, Shankar et al., [15] applied LSTM for container throughput of Port 
of Singapore Authority (PSA) prediction. The researcher found that the LSTM has slightly higher 
accuracy compared to other baseline models. Pranolo et al., [16] also used LSTM for rainfall 
forecasting. Based on the experimental analysis, the LSTM displayed better performance compared 
to Back Propagation Neural Network (BPNN) with the least error. In 2023, Gopalakrishnan 
Ramasubramanian and Singaravelu Rajaprakash [17] proposed A2VO-RNN-LSTM model to improve 
5G-IoT networks security level. The researchers found that this proposed model outperformed the 
other benchmark models with highest accuracy. Furthermore, Sivalingam et al., [18] implemented 
RNN classification method, which is LSTM method to identify the plant leaf disease. According to the 
results obtained, LSTM method was considered as the best classifier with accuracy of 98%. 
Meanwhile, Maheshwari et al., [19] proposed a hybrid method, comprising of RNN-LSTM and 
attention mechanism for credit card fraud detection. The findings of this study showed that the 
proposed hybrid method work effectively in detecting credit card frauds or scams by producing a 
high level of accuracy. 

From the point of view, an accurate and effective tourism demand forecasting model is required 
to speed up the recovery process of this tourism sector after the outbreak. Commonly, data of 
tourism demand consisting of linear and nonlinear features. The existing forecasting models are not 
able to analyse the nonlinear part of the time series data and may contribute inaccurate forecasting 
results. Therefore, in this study, Long-Short Term Memory (LSTM) model, one of the Recurrent Neural 
Network (RNN) architecture is proposed to enhance the tourism demand forecasting accuracy in 
Malaysia.  
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2. Methodology  
2.1 Data Collection 

 
The historical data that will be considered in this study is the number of tourist arrivals in 

Malaysia, starting from January 2000 until February 2020 (242 data) before the onset of MCO. The 
data were taken from Ministry of Tourism, Arts and Culture Malaysia (MOTAC) database.  

 
2.2 Long-Short Term Memory (LSTM) Model 

 
Recently, LSTM which is one of the deep learning approaches is more convenient and able to 

produce more accurate forecasting results, especially in tourism and hospitality industry. According 
to Law et al., [8], the general equation of LSTM is given as follows: 

 
                                                                                                                                 (1) 

 
                                                                                                                              (2) 

 
                                                                                                                                (3) 

 
                                                                                               (4) 

 
                                                                                                                                                    (5) 

          
where  is the input gate,  is the forget gate,  is the output gate,  is the memory cell,  is 

the input vector,  is the output, and are recurrent activation functions and and are the 

LSTM learning parameters during model training process.  
 

2.3 Procedures of LSTM Model 
 
There are several stages need to be considered to yield an accurate tourism demand forecasting 

model by using LSTM. All analyses will be performed by using Python software.  
 

2.3.1 Stage 1: Data preparation  
 
The raw historical data obtained from relevant resources will be undergo this process to ensure 

that the data are clean and compatible for LSTM model. 
 

2.3.2 Stage 2: Data normalization 
 
This process will re-scales the data within the range [0,1] by using MinMaxScaler. This process is 

required to enhance the learning acceleration rate and at the same time to improve the forecasts 
accuracy level.  
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2.3.3 Stage 3: Data splitting 
 
The data will be partitioned into two parts; in-sample data set (training data set) and out-sample 

data set (testing data set) based on ratio 80:20 respectively. The training data set will be inserted into 
training algorithm to identify the output of our prediction model, meanwhile the testing data set will 
perform a reasonable check on the algorithm. 

 
2.3.4 Stage 4: Network training 

 
Throughout this process, the hyper-parameters or known as relevant parameters that control the 

learning process will be adjusted to enhance the accuracy level and at the same time to avoid over-
fitting or under-fitting. The hyper-parameters are listed as follows: number of nodes or hidden layers; 
number of units in dense layer; activation function; number of training epochs; size of batch; learning 
and decay rate; dropout layer; weight initialization; learning rate and momentum. Generally, there 
are no rules or guidelines on how to identify the value of hyper-parameters. But we can use trial and 
error approach to figure out the value of hyper-parameters, depending on the complexity of the data.  

 
2.3.5 Stage 5: Forecasting 

 
Finally, the testing data will be inserted into trained model for forecasting. The denormalization 

procedures will be performed on the obtained prediction data afterward. The summary of LSTM 
procedures in demand forecasting is illustrated in Figure 2. 
 

 
Fig. 2. The procedures of LSTM model 

                      
3. Results and Discussion 

 
All the experiments in LSTM were built using Tensorflow 2.9.1 and Keras 2.9.0 for Python. A LSTM 

model was formulated with specific hyper-parameters required to control its performance. In this 
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study, the LSTM model consisting of a single hidden layer with 1 input and 4 LSTM blocks or neurons 
and single output layer that produces a single value for forecasting was implemented. For the LSTM 
blocks, the sigmoid function was chosen as activation function. This model was compiled with Adam 
optimization algorithm, batch size of 1 and mean squared error as its loss function. Throughout the 
network training process, the number of epochs were set up for 50 epochs. 

Based on the observations, the training network stopped at 46th epoch with loss value 0.5%, 
which means that starting from 47th epoch onwards, the model will start over-fitting. Therefore, the 
optimal epochs number to train this model is at 46. Furthermore, since the loss value is relatively 
small, we can conclude that all the parameters assigned are good enough to control this model and 
in line with the training sample. Before we proceed to the next stage, all the predictions must be 
denormalized to its original state so that they align with the original data set. 

Figure 3 shows the results of our LSTM model, where the actual data set in blue, the predictions 
for the training data set in red and the predictions on the unseen testing data set in green. Based on 
Figure 3, we can see that this LSTM displayed a better performance in fitting both the training and 
testing data set since the pattern of predicted data set mimic the actual data set pattern.  
 

 
Fig. 3. The performance of the LSTM model towards training and testing data sets 

 
The performance of LSTM model was measured by two metrics, Mean Absolute Percentage Error 

(MAPE) and Root Mean Square Error (RMSE). Based on the results obtained, this LSTM model is 
appropriate for tourism demand forecasting and considered as highly accurate prediction model due 
to its least MAPE value [20]. The results were presented in the Table 1. 

 
Table 1 
Analysis of MAPE and RMSE for LSTM model 
Forecast evaluation MAPE RMSE 
LSTM 6.8123 182382.0 
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4. Conclusions 
 
Tourism has been known as a powerful booster of economic development, generating 

employment, income and tax revenue in Malaysia. In addition, Malaysia also has been categorized as 
unique and fascinating country in Southern Asia due to the features such as cultures diversity, 
marvellous dishes, tropical climates, affordable prices for living expenses, halal destinations and etc. 
The aim of this study is to identify whether LSTM has the capability to be a forecasting model in 
tourism demand or not. Overall, LSTM is one of the most significant models to forecast the outcome 
of tourism demand in the future. Based on results obtained, the LSTM is a highly accurate forecasting 
model with smaller value of percentage errors.  

Nowadays, the government is committed to developing the tourism industry after was hit by 
COVID-19 pandemic in year 2020. Therefore, it is hoped that the findings of this study can help the 
government as well as practitioners in tourism industry to make a right judgement and formulate 
better tourism plans in order to minimize any consequences in the future. Providing services that 
exceed the number of target tourists can result in huge losses to the tourism industry if the forecast 
for the next year goes down. Otherwise, predictive analytic will help optimize services for tourists 
such as accommodations, plane tickets, transportation, food and beverages and others if the forecast 
goes up. Besides, the study will contribute as a reference for the future studies. As a direction for 
future study, the algorithms proposed in this study will be extended by considering hybridization of 
SARIMA and LSTM models to improve the accuracy level of tourism demand forecasting in Malaysia. 

 
Acknowledgement 
This research was funded by a grant from Universiti Malaysia Pahang Al-Sultan Abdullah 
(PGRS2303142). 
 
References 
[1] John K. Walton, “Tourism,” Britannica, (2023). http://www.britannica.com/topic/tourism  
[2] Department of Statistics Malaysia. “Tourism Satellite Account 2020”, Department of Statistics Malaysia (2021). 
[3] Frechtling, Douglas. Forecasting tourism demand. Routledge, 2012. https://doi.org/10.4324/9780080494968 
[4] Witt, Stephen F., and Christine A. Witt. "Forecasting tourism demand: A review of empirical research." International 

Journal of forecasting 11, no. 3 (1995): 447-475. https://doi.org/10.1016/0169-2070(95)00591-7 
[5] Mikolov, Tomas, Martin Karafiát, Lukas Burget, Jan Cernocký, and Sanjeev Khudanpur. "Recurrent neural network 

based language model." In Interspeech, vol. 2, no. 3, pp. 1045-1048. 2010. 
https://doi.org/10.21437/Interspeech.2010-343 

[6] Doya, Kenji. "Bifurcations in the learning of recurrent neural networks 3." learning (RTRL) 3 (1992): 17. 
[7] Li, YiFei, and Han Cao. "Prediction for tourism flow based on LSTM neural network." Procedia Computer Science 129 

(2018): 277-283. https://doi.org/10.1016/j.procs.2018.03.076 
[8] Law, Rob, Gang Li, Davis Ka Chio Fong, and Xin Han. "Tourism demand forecasting: A deep learning 

approach." Annals of tourism research 75 (2019): 410-423. https://doi.org/10.1016/j.annals.2019.01.014 
[9] Hochreiter, Sepp, and Jürgen Schmidhuber. "Long short-term memory." Neural computation 9, no. 8 (1997): 1735-

1780. https://doi.org/10.1162/neco.1997.9.8.1735 
[10] Zhang, Binru, Nao Li, Feng Shi, and Rob Law. "A deep learning approach for daily tourist flow forecasting with 

consumer search data." Asia Pacific Journal of Tourism Research 25, no. 3 (2020): 323-339. 
https://doi.org/10.1080/10941665.2019.1709876 

[11] Saivijayalakshmi, J., and N. Ayyanathan. "Comparative Performance Analysis of Deep Learning Technique with 
Statistical models on forecasting the Foreign Tourists arrival pattern to India." In 2021 International Conference on 
Computational Intelligence and Computing Applications (ICCICA), pp. 1-3. IEEE, 2021. 
https://doi.org/10.1109/ICCICA52458.2021.9697280 

[12] Hsieh, Shun-Chieh. "Tourism demand forecasting based on an LSTM network and its variants." Algorithms 14, no. 
8 (2021): 243. https://doi.org/10.3390/a14080243 

http://www.britannica.com/topic/tourism
https://doi.org/10.4324/9780080494968
https://doi.org/10.1016/0169-2070(95)00591-7
https://doi.org/10.21437/Interspeech.2010-343
https://doi.org/10.1016/j.procs.2018.03.076
https://doi.org/10.1016/j.annals.2019.01.014
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1080/10941665.2019.1709876
https://doi.org/10.1109/ICCICA52458.2021.9697280
https://doi.org/10.3390/a14080243


Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 46, Issue 2 (2025) 90-97 

97 
 

[13] Anisa, Melati Puspa, Herry Irawan, and Sri Widiyanesti. "Forecasting demand factors of tourist arrivals in 
Indonesia’s tourism industry using recurrent neural network." In IOP Conference Series: Materials Science and 
Engineering, vol. 1077, no. 1, p. 012035. IOP Publishing, 2021. https://doi.org/10.1088/1757-899X/1077/1/012035 

[14] Weng, Tingyu, Wenyang Liu, and Jun Xiao. "Supply chain sales forecasting based on lightGBM and LSTM 
combination model." Industrial Management & Data Systems 120, no. 2 (2020): 265-279. 
https://doi.org/10.1108/IMDS-03-2019-0170 

[15] Shankar, Sonali, P. Vigneswara Ilavarasan, Sushil Punia, and Surya Prakash Singh. "Forecasting container throughput 
with long short-term memory networks." Industrial management & data systems 120, no. 3 (2020): 425-441. 
https://doi.org/10.1108/IMDS-07-2019-0370 

[16] Pranolo, Andri, Yingchi Mao, Yan Tang, and Aji Prasetya Wibawa. "A long short term memory implemented for 
rainfall forecasting." In 2020 6th International Conference on Science in Information Technology (ICSITech), pp. 194-
197. IEEE, 2020. https://doi.org/10.1109/ICSITech49800.2020.9392056 

[17] Ramasubramanian, Gopalakrishnan, and Singaravelu Rajaprakash. "An Avant-Garde African Vulture Optimization 
(A2VO) based Deep RNN-LSTM Model for 5G-IoT Security." Journal of Advanced Research in Applied Sciences and 
Engineering Technology 32, no. 1 (2023): 1-17. https://doi.org/10.37934/araset.32.1.117 

[18] Sivalingam, Vidya, Rawia Elarabi, J. Bhargavi, M. Sahaya Sheela, R. Padmapriya, and A. N. Arularasan. "A Novel 
Approach for Plant Leaf Disease Predictions Using Recurrent Neural Network RNN Classification Method." Journal 
of Advanced Research in Applied Sciences and Engineering Technology 31, no. 2 (2023): 327-338. 
https://doi.org/10.37934/araset.31.2.327338 

[19] Maheshwari, Vikash Chander, Nurul Aida Osman, and Norshakirah Aziz. "A Hybrid Approach Adopted for Credit 
Card Fraud Detection Based on Deep Neural Networks and Attention Mechanism." Journal of Advanced Research 
in Applied Sciences and Engineering Technology 32, no. 1 (2023): 315-331. 
https://doi.org/10.37934/araset.32.1.315331 

[20] Lewis, Colin David. "Industrial and business forecasting methods: A practical guide to exponential smoothing and 
curve fitting." (No Title) (1982). 

 
 

https://doi.org/10.1088/1757-899X/1077/1/012035
https://doi.org/10.1108/IMDS-03-2019-0170
https://doi.org/10.1108/IMDS-07-2019-0370
https://doi.org/10.1109/ICSITech49800.2020.9392056
https://doi.org/10.37934/araset.32.1.117
https://doi.org/10.37934/araset.31.2.327338
https://doi.org/10.37934/araset.32.1.315331

