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Music Information Retrieval (MIR) is one data science application crucial for different 
tasks such as recommendation systems, genre identification, fingerprinting, and novelty 
assessment. Different Machine Learning techniques are utilised to analyse digital music 
records, such as clustering, classification, similarity scoring, and identifying various 
properties for the different tasks. Music is represented digitally using diverse 
transformations and is clustered and classified successfully for Western Music. 
However, Eastern Music poses a challenge, and some techniques have achieved success 
in clustering and classifying Turkish and Persian Music. This research presents an 
evaluation of machine learning algorithms' performance on pre-labelled Arabic Music 
with their Arabic genre (Maqam). The study introduced new data representations of the 
Arabic music dataset and identified the most suitable machine-learning methods and 
future enhancements.  
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1. Introduction 
 

In modern times, Music Information Retrieval (MIR) systems have gained significant popularity 
and are widely used in commercial tools such as query by humming, music similarity and 
recommendation systems, genre classification, music emotion recognition, music source separation, 
acoustic descriptions of Music, and Music transcription. These systems rely on various signal 
processing, machine learning, data mining, music theory, and cognitive psychology techniques to 
extract relevant information. However, the ultimate goal is to interpret the output mathematical 
representation meaningfully. This involves modelling the output to understand the information 
obtained from the signal processing techniques. 

Music is information similar to any available data requiring retrieval and analysis to discover 
knowledge. This study is interested in MIR systems for Arabic Music for various application purposes. 
The first application of the outcomes of this research is for recommender tools that evaluate users’ 
choices and group them by interest to recommend similar items for them [1]. The second application 
of the outcomes is for musical copyright, intellectual property protection, and plagiarism scoring [2]. 
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Identifying talents from the uploads available in the public web domain is another area of automatic 
MIR systems for all music types [3]. A third application of the outcomes of this research will be 
enabling the Web 5 objectives by evaluating users’ moods and emotions [4]. A fourth application is 
in psychological music therapy, as Music can create tension or relaxation[4]. 

Worldwide music patterns refer to the various musical structures, rhythms, and styles found in 
Music pieces. These include chord progressions, time signatures, and specific instrumentations or 
arrangements. Some patterns are generic and do not identify the culture, while others are bound to 
a specific cultural or geographic region and can vary greatly depending on the musical traditions and 
genres of a particular country or region. The Arab world, centred on the map from North Africa to 
Central Asia, shares Arabic music characteristics and overlaps with Turkish Music. Arabic Music 
genres are called Maqams. Maqam is a system of melodic modes used in traditional Arabic Music in 
religious, secular, poetic, popular and folk music. Each Maqam is built on a unique musical scale 
between 5 and 9 notes, typically 7, with a specific pattern of intervals and a characteristic melodic 
phrase that distinguishes it from other maqams. These characteristics include a defined tonic, or 
“home” note, particular scale and specific rules for how the notes are used and ornamented in 
melodies, a set of melodic patterns, a hierarchy of pitches, melismatic vocals, tunable instruments to 
play microtonal intervals such as the quarter tones, typical Arabic percussion instruments, movement 
patterns, and emotional associations. The tunable instruments commonly used in Arabic Maqams 
include the oud (a stringed instrument similar to a lute), qanun (a type of zither), ney (a traditional 
Arabic flute-like instrument), and various percussion instruments emphasising improvisation in 
composition and performance, such as the use of ornaments and embellishments to provide 
variations on a melody. Maqams are typically named after the dominant pitch, which is the starting 
and ending note of the melodic mode. Arabic Music also uses a system of rhythmic modes called 
“iqa’at,” which are based on specific patterns of beats. 

In Turkish Music, Maqam is also a system of melodic modes, but it is somewhat different from 
Arabic maqams. Turkish maqams are different from Arabic by being often based on a collection of 
notes rather than a specific tonic, and they are characterised by a series of melodic and rhythmic 
patterns called usul. Turkish maqams are similar to Arabic in being characterised by a complex system 
of microtonal intervals, which allow for a greater range of expression and nuance in the Music than 
in Western Music. Going south in Africa, African Music often emphasises rhythm and percussion and 
may incorporate complex polyrhythms, call-and-response vocal patterns, and the use of percussion 
instruments such as drums and xylophones. 

Going up to Russian Music, overlapping Europe and Asia, the Music tends to be more classical, 
with a strong emphasis on harmony and melody. Russian Music can employ more complex rhythms 
than other Western Music using instruments like piano, violin, and balalaika, but are still simpler than 
Arabic Music and tends to rely more on regular meters and strong downbeats. As we go more 
western in Europe, then to the USA, Canada and Australia, the Music tends to be simpler, with known 
genres. Classical Music uses harmonic progressions such as sonata form in symphonies, concertos, 
and operas using instruments such as the violin, piano, and orchestra. Other simpler Western Music 
genres include jazz, blues, rock, country, pop and hip-hop, using popular instruments such as the 
guitar, bass, and drums. Western Music structure is often characterised by melody, harmony, rhythm, 
and form. The Western diatonic scale using half-step intervals has traditionally used a system of 
major and minor keys that define the harmony in the melody. The rhythm is based on a system of 
regular meters, such as 4/4, 3/4, or 6/8. This is called the system of tonality using the chords, 
major/minor scales, and their progressions. Going down to South American Music, the Music features 
are still simpler than the Arabic Music, offering a wide variety of rhythms and instruments depending 
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on the region but often includes percussion instruments such as the maracas, the cajón, and the 
guiro, as well as string instruments like the guitar and the charango. 

Going more east, Persian Music uses a system called Dastgah that focuses on melody and tends 
to use a simpler rhythmic structure than Arabic Maqams. Going to further east, Indian Music uses 
ragas, a different set of scales, notes, and intervals usually known for its intricate rhythmic patterns 
emphasising the use of percussion instruments than Arabic Maqams do. Indians also use tunable 
stringed instruments, such as the sitar and sarod, analogous to the oud and qanun the Arabs use. 

Reaching out to the far east, Chinese Music is much simpler than Arabic Music and uses various 
pentatonic scales that use a system of tuning called intonation, which divides the octave into pure 
fifths and fourths. Heading towards Japan, Japanese Music is a more complex Music genre than 
neighbouring countries the Japanese inherit from, but it is still simpler than Arabic Music. Some 
Japanese Music examples include shōmyō (Buddhist chanting), gagaku (court music), and shakuhachi 
(bamboo flute). They also use pentatonic scales with subtle dynamics and poetic expression, 
incorporating natural sounds and environmental elements. 

This worldwide musical pattern comparison emphasises the complexity of Cultural Arabic Music. 
A finer-grained comparison of this variation can deep dive into the different cities and how the 
geography of the place affects the musical patterns and the cultural messages exchanged with the 
Music. Similar to the well-developed text-to-image generative models like Dall-E and Stable Diffusion, 
we can develop generative lyrics-to-music generative models if we define the mathematical 
characteristic of a given genre or Maqam [5]. 
 
1.1 Literature Review 
1.1.1 Western music genre classification 

 
In Western Music, the smallest interval between pitches that are adjacent to one another is a 

half-step (above/below). While in non-western Music, you can find micro-intervals, intervals smaller 
than a semitone [6]. For Western music classification and clustering, the following research outcomes 
were identified. A previous study identified the directions used in MIR systems and the challenges 
expected in the future [7]. This study listed the music features used to describe a music piece and 
how it affects its processing. Other studies the properties of music genres and proposes a set of 
features to represent texture, rhythm structure, form and strength to use in the proposed genre 
identification algorithm and statistical pattern recognition classifie [8].  

Various approaches have been employed to classify Western music genres for music 
identification and classification, such as the Naïve-Bayes approach [8], Decision Trees [9], Support 
Vector Machines (SVMs)[10], Nearest-Neighbour (NN) classifiers [11], Gaussian Mixture Models [12], 
Linear Discriminant Analysis (LDA) [13], Hidden Markov Models (HMM) [14] [15], Multi-layer 
Perceptron Neural Nets [16], and self-organising maps neural networks [17]. Also, combinations of 
the different algorithms were attempted to classify musical instruments, such as Gaussian Mixture 
Models and support vector machines [18]. 

  
1.1.2 Turkish music genre classification 

 
The Turkish and Persian music genres are closer to Arabic music genres, but the exact genres 

(Maqams) are different. Turkish and Western Music scales function similarly within the scale and 
have more or less the same sizes in whole-tones and half-tones. Other musical measures include the 
Pythagorean comma and Pitches. The Pythagorean comma is a musical term used to describe an 
interval that measures one-eighth tone. This interval can either increase or decrease the whole-tones 
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and half-tones [19]. Pitches are measured by the number of commas needed to produce quarter-
tones, and even three-quarter-tones, as illustrated in Figure 1.  
 

 
Fig. 1. tones lengths 

The Turkish Maqams produce musical pieces for a given scale, and Maqam uses tetrachords and 
pentachords joined together. The Maqam is defined based on the pitches and the general direction 
of the melodic flow, creating their own rules of composition not based on scales only [9]. Figure 2 
illustrates some Turkish Maqams. Microtonal intervals are considered a distinctive characteristic of 
maqam music, in which more than 12 unequally spaced intervals form the octave, unlike Western 
Music, which uses equal temperament. Thus, different representation methods are needed for 
eastern Music genres, such as the accidental system that can handle microtonal pitch intervals 
identified [10]. 

 

 
Fig. 2. Turkish Maqams 

Another representation system is the Arel–Ezgi (AE) notation (Arel (1991) theory) [10], in which 
the octave is formed of 24 main notes. Figure 3 illustrates Arel–Ezgi (AE) accidentals and the interval 
sizes it employs on a full octave in comparison to the 12-TET equally tempered notation. Since 
Pythagorean tuning defines Arel’s notation as being very close to the 12-TET tone and equally spaced 
[11], thus, it can represent the Arabic Music Maqams because of the employment of quarter-tone in 
various maqams.  
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Fig. 3. 24 pitches of the Arel theory with respect to the 
12-TET tones (shown in one octave), on the bottom, 
the accidentals (showing interval sizes within a whole 
tone) used to represent these pitches on the staff 

1.1.3 Arabic music 
 

The composition of Traditional Arabic Music is based on inherited rules for ordering and 
distancing notes. In Western classical Music, Major and Minor modes are the closest equivalent 
measures. The Arabic Music octave comprises more than 24 bins, which are a combination of whole-
tones, half-tones, and quarter-tones. Arabic and Turkish maqams are defined based on the employed 
pitches and melodic direction. Some maqams share similarities in both cultures but have different 
names, such as Arabic Bayyati, which is similar to the Turkish Huseyni and Ussak (Bayati). Similarly, 
Nahawand is similar to the Turkish Puselik and the Western minor scale, while Ajam Ashiran is similar 
to the Turkish Cargah and the Western major scale. The Arabic Hijaz and Turkish Hicaz are 
comparable to the Kurd and Kurdi [9]. 

There are approximately 300 different maqams, which are fundamentally a combination of 
around 30 basic maqams. This study focused only on nine maqams: Hicaz, Huseyni, Rast, Nihavend, 
Kurdili Hicazkar, Saba, Segah, Huzzam, and Ussak. Although these maqams share many 
characteristics, they also have several differences. The primary factor distinguishing one Maqam 
from another is the distance between tones [12]. As illustrated in Figure 4 and Figure 5 , scales define 
the different intervals. ¾ is the notation for the quarter tones intervals. Other examples include the 
Eb (Maqam Mustar), in which the intervals are ¾  - 1- ¾  - ¾  - 1 - 1 - ¾, as illustrated in Figure 4. 

 

 
Notes: Eb, F#, G, A, Bb, C, D, Eb 

 

 
 

(a)  (b) 
Fig.  4. Eb (Maqam Mustar) (a) Mustar Maqam notes (b) Mustar(Sikah) trichord, starting on E  
 

 
Notes: C, D, E, F, G, Ab, B, C 

 

 
 

(a)  (b) 
Fig. 5. C (Hijaz Kar Maqam) (a) Hijaz Maqam notes. (b) Hijaz tetrachord, starting on D 
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Various methods have been employed aiming at increasing the efficiency of maqam 
identification. The chroma features (Harmonic pitch class profiles (HPCP) [13]) were extracted as the 
main features representing music pieces in previous studies [18]. A template matching method was 
applied against the ground truth samples, and trained classifiers were also used to compare the 
results. Other work focused on the tonal features of the music piece and extracting the corresponding 
pitch class distribution [14]. They applied data mining techniques to conduct a comparative analysis 
of Music audio recordings. 

The Arel theory was employed to classify Turkish Music into maqams using a feature set of pitch 
class distributions and pitch frequency histograms [15]. While other studies applied a hierarchical 
framework using new maqam features such as n-gram encoding [16]. An initial decision is estimated, 
and as the melody progresses, a final decision is developed by template matching from knowledge-
based statistical rules such as a Gaussian Mixture Model and the Maximum Likelihood Rule approach 
with a modified Mahalanobis distance measurement. 

Others applied the concept of counting the occurrences of each fundamental repeated frequency 
from the music signal and extracted the scale from the pitch class histogram [17]. While other studies 
applied the approach of maqam detection by analyzing the pitch histogram of Maqam of only Turkish 
Music [20]. Alternatively, other studies computed the Maqam based on the Pitch curve [19]. This is 
not considered a highly accurate detection method. Although rhythm contributes to the maqam 
estimation process, it is considered an add-on and out of the scope of maqam detection. This paper 
did not compute the Tonic intervals. They are estimated from pitch curve analysis. 

Moreover, other work presented the concept of real-time maqam estimation and concentrated 
on music pieces generated from the Ney instrument (end-blown flute) only [21]. This concept 
assumes that the musician will create the music piece in only one Maqam, which may need at least 
one minute to detect. In addition to using pre-labelled data (knowing the Maqam in advance), the 
author considered that the first chord, “Gens”, in the Maqam describes the whole Maqam, which is 
not necessary to be valid in all music pieces.  

Other work used a Turkish dataset considering the selection of polyphonic instrumental songs 
only in order to avoid the singer’s gender effect or any other variations that may cause any noise 
[22]. MFCCs and Delta-MFCCs were the features extracted. The study experimented with multiple 
classifiers, including probabilistic neural networks (PNN) and deep belief networks (DBN). Several 
approaches applied similar concepts. However, very few focused on Arabic Music as a specific kind 
of Music and with small datasets.  

Generally, detecting the Maqam requires studying several aspects. These aspects include the 
specification of the scale as an ordered list of intervals that can be specified in a logarithmic scale and 
the overall melodic progression. Although the composer enjoys some level of freedom in 
transitioning from one flavour to another, general rules exist for each Maqam on which transitions 
to other flavours can be done. Inappropriate transitions may deteriorate the maqam harmony. In the 
coloured notes in Figure 6, green encodes the leading note, red encodes the tonic and blue encodes 
the dominant. The first scale is composed of a pentachord followed by a tetrachord, and the second 
is composed of a tetrachord followed by a pentachord. While most music theoreticians would specify 
the first note of the second n-chord (marked as blue) as the dominant, the function of a dominant as 
a recently introduced Western term indicating an emphasis note is open to discussion. Other studies 
detect the ending note to discriminate the maqams in the music piece [23]. Some music pieces may 
contain a note that does not exist in the whole Maqam, which must be detected and considered an 
error. 
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Fig. 6. Leading (top) and dominant (bottom) notes of Maqam 

 
2. Methodology 
2.1 Dataset 

 
Arabic Music Maqams differ from the Western music genres in various ways. Various research 

groups have qualified and quantified the different characteristics as follows. First, we will identify 
Eastern music types and how different they are from Arabic Music. We collected a dataset of 97 
music pieces of Arabic (primarily Egyptian) songs belonging to 7 maqams (Arabic Genres). The 
labelling of the maqams is done by an expert music teacher, which is traditionally done by ear among 
educators and talented artists. The dataset contains 7 songs in the bayati maqam c major, 4 songs in 
the bayati maqam g major, 3 songs in the ajam c major, 3 songs in the ajam f major, 16 songs in the 
Nahawand maqam c major, 6 songs in the rast maqam c major, 7 songs in the rast maqam B#, and 7 
maqams with its major basic scale are used as fingerprints to calibrate the songs to. 

 
2.2 Feature Extraction 
 

Music data are described at the time level and the frequency level. The time level described the 
rhythm. The frequency level is described as the pitch feature, which is the level from high to low tone, 
and the orthogonal timbre feature, which is the shape of the music sound. The following paragraph 
explains the feature space used to represent the audio musical pieces, the transformation performed 
on them, and its effect on modelling the musical content. 

Short Time-Frequency Transform (STFT) is used for the time-frequency analysis of audio signals. 
It decomposes the shorter windows of longer time samples into the set of active frequency bins active 
in every time frame. The complex values represent the phase offset of the basic sinusoids in each 
frequency, and the absolute value represents the energy present at each frequency in each time 
sample [24]. 

Chroma vectors are computed using the fixed window STFT and variable window Constant Q 
Transform (CQT) with binning strategies applied on the amplitude/phase against log frequency. 
Originally, they represented a 12-bin representing the pitch classes, encoding harmony and 
suppressing perturbations in octave heights, loudness and timbre. Chroma vectors are good 
representations for equally-tempered scale music. The CQT Chroma extracts the time-varying 
frequency spectrum. We created a 36-bin Chroma vector to accommodate the unequal-tempered 
Arabic Music [24]. 

Mel-frequency Cepstral Coefficients (MFCC) represent an equally-spaced Mel Scale 
representation. It is considered the closest approximation to the human auditory system. It is 
computed by the log of the power of the STFT converted to the Mel scale and then taking the Discrete 
Cosine Transform (DCT) amplitudes as the MFCCs [25]. Harmonic Pitch Class Profile (HPCP) is an 
extension of the PCP. It is an approach for Chroma feature estimation representing the pitch content 
of polyphonic music signals mapped to a single octave [13]. The explanation of each feature used in 
this experiment is illustrated in Table 1. 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 46, Issue 1 (2025) 187-200 

194 
 

Table  1 
Feature Extraction Methods Applied 

Feature Explanation 
Chroma STFT Chromagram from power spectrum 
Chroma CQT Constant-Q chromagram 
MFCC Mel-frequency cepstral coefficients  
HPCP Harmonic Pitch Class Profiles 
Chroma Cens Chroma Energy Normalized[26] 

 
The classifiers applied in this study are listed with their parameters in Table 2. They are SVC: 

support vector classifier; LR: logistic regression; LDA: linear discriminant analysis; DT: decision tree; 
KNN: K-nearest neighbour; NB: Naive Bayes; SGD: stochastic gradient descent; and MLP: multi-layer 
perceptron.   The dataset used in this study was pre-processed by removing the noise by extracting 
the harmonic elements from the old records and rescaling it using MinMax Scaler [27].  

 
Table 2 
Parameters of the classifiers 

Classifier Parameter 
SVC C=10 
LR C=10 
LDA n_components=7 
DT min_samples_split=2, random_state=none 
KNN n_neighbors=5 
NB var_smoothing=1e-09 
SGD alpha=0.0001, l1_ratio=0.15 

MLP alpha=0.0001,learning_rate='constant', 
learning_rate_init=0.001 

 
3. Results and Discussion 
3.1 Clustering Methods and Results 
 

We applied several clustering techniques as follows. K-means, GaussianMixture, Spectral 
Clustering, MiniBatchKMeans, MeanShift and DBSCAN on the features selected, we also used a 
combination of some features. We used the metrics in Table 3 to measure our clustering algorithms 
used with various feature selections described in Table 1. 

We observe that the best overall clustering performance is obtained with the K-means clustering 
algorithm using the Chroma CQT feature in Table 4. The results obtained in Table 5 reported the 
second-best clustering-performing algorithm while a combination of Chroma CQT, Chroma STFT, and 
HPCP was used. The K-means algorithm showed performance up to 54% in terms of homogeneity of 
the songs belonging to a single class, while the v_measure score showed 53%, which describes the 
percentage of music pieces in the same cluster. 
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Table 3 
Clustering metrics 
Metric Explanation 

homogeneity A clustering algorithm satisfies homogeneity if all the clusters it forms contain only data 
points that belong to a single class [28]. 

completeness Completeness is achieved by a clustering algorithm when all the data points that belong 
to a specific class are part of the same cluster [28]. 

v_measure The harmonic mean between homogeneity and completeness is a measure used to 
evaluate the overall performance of a clustering algorithm in terms of both homogeneity 
and completeness [28] 

adjusted_rand By examining all pairs of samples and keeping track of the pairs that are assigned to the 
same or different clusters in both the predicted and true clusterings, the Rand Index 
calculates a measure of similarity between the two clusterings [29]. 

adjusted_mutual_info 
(AMI) 

The Adjusted Mutual Information (AMI) score is a modified version of the Mutual 
Information (MI) score that takes chance into account. It compensates for the fact that 
the MI score tends to be higher when there are more members in two clusterings, even 
if they don’t share more information [30]. 

 
Table 4 
Results of the clustering in terms of homogeneity (H), completeness (C), 
v_measure (V), adjusted_rand(R), adjusted_mutual information (M) for 
Chroma CQT 

 (H) (C) (V) (R) (M) 
KMeans+ 0.50 0.50 0.50 0.24 0.27 
kmeansnorm 0.54 0.53 0.53 0.26 0.31 
kmeansrandom 0.54 0.51 0.52 0.24 0.29 
AffinityPropagation 0.00 1.00 0.00 0.00 0.00 
MeanShift 1.00 0.51 0.68 0.00 0.00 
MiniBatchKMeans 0.53 0.54 0.54 0.26 0.33 
SpectralClustering 0.45 0.41 0.43 0.11 0.14 
DBSCAN 0.00 1.00 0.00 0.00 0.00 
Birch 0.43 0.42 0.42 0.13 0.15 
GaussianMixture 0.47 0.61 0.53 0.23 0.33 

 
Table 5 
Results of the clustering in terms of homogeneity (H), completeness (C), 
v_measure (V), adjusted_rand(R), adjusted_mutual information (M) for 
a Combination of Chroma CQT, Chroma STFT, and HPCP using 
horizontal concatenation 

 (H) (C) (V) (R) (M) 
KMeans+ 0.43 0.48 0.45 0.20 0.21 
kmeansnorm 0.44 0.46 0.45 0.17 0.22 
kmeansrandom 0.45 0.45 0.45 0.16 0.21 
AffinityPropagation 0.00 1.00 0.00 0.00 0.00 
MeanShift 1.00 0.51 0.68 0.00 0.00 
MiniBatchKMeans 0.39 0.41 0.40 0.10 0.14 
SpectralClustering 0.52 0.47 0.50 0.19 0.23 
DBSCAN 0.00 1.00 0.00 0.00 0.00 
Birch 0.33 0.39 0.35 0.11 0.10 
GaussianMixture 0.46 0.54 0.50 0.25 0.29 
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We found also that highly distinguishable maqams are Bayati_C, and Nahawand_G. The maqams 
that are very much closer together are agam_c, agam_f. This is illustrated in the PCA plot of the 
clusters generated by the best-performing clustering method in Figure 7. 
 

 
Fig. 7. PCA clustering for chroma_cqt feature 

 
3.2 Classifications, Methods and Results 

The same features were used to train multiple classifiers to find the best-performing method. We 
performed multiple experiments in multiple feature combinations and used the metrics described in  
Table 6 to measure the performance of the classifiers. Higher performance metrics are considered 
more efficient than lower values.  

 
Table 6 
Classification metrics 

Metric Explanation 
f1_macro Calculate the metric separately for each class and then compute the average, thereby treating all 

classes equally [31]. 
f1_micro Combine the individual contributions of all classes to calculate the average metric [31]. 
f1_weighted Compute the metrics for each label and determine their weighted average based on the support, 

which refers to the number of true instances for each label [31]. 
pres_macro Compute the classifier’s ability to correctly avoid labeling a sample as positive when it is actually 

negative for each label and determine their mean without considering label imbalance [32]. 
pres_micro This refers to the calculation of specificity, which measures the ability of a classifier to correctly 

identify negative samples. It is computed by counting the total number of true negatives (samples 
correctly classified as negative), false positives (negative samples incorrectly classified as positive), 
and false negatives (positive samples incorrectly classified as negative) [32]. 

pres_weighted Compute the metrics individually for each label and then average them by weighting each label’s 
contribution based on its number of true instances. This modified ‘macro’ approach considers the 
imbalance in the labels, but the resulting F-score may not necessarily lie between precision and 
recall [32]. 

rec_macro Involves calculating the classifier’s capacity to identify all positive samples for each label and taking 
their unweighted average, without considering label imbalance [32]. 

rec_micro This refers to the calculation of the classifier’s overall performance in identifying all positive 
samples, regardless of the label. This is done by counting the total number of true positives, false 
negatives, and false positives [32]. 
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rec_weighted Compute the classifier’s ability to correctly identify all positive samples and determine their 
average performance [32]. 

 

Although various classification techniques were tested, we finally report only the results obtained 
with MLP (Multi-layer Perceptron Classifier), as they yielded the best performance with a score of F-
measure is 0.68 in Table 7. 

 
Table 7 
Results of the classification of Chroma CQT 

 
f1 
macro 

f1 
micro 

f1 
weight 

Pres 
macro 

Pres 
micro 

Pres 
weight 

Rec 
macro 

Rec 
micro 

Rec 
weight 

SVC 0.63 0.63 0.63 0.73 0.63 0.69 0.61 0.63 0.63 
LR 0.58 0.59 0.59 0.69 0.59 0.69 0.58 0.59 0.59 
LDA 0.46 0.46 0.47 0.56 0.46 0.63 0.49 0.46 0.46 
DT 0.37 0.39 0.34 0.38 0.39 0.37 0.41 0.39 0.39 
KNN 0.60 0.61 0.62 0.76 0.61 0.76 0.57 0.61 0.61 
NB 0.26 0.28 0.27 0.49 0.28 0.51 0.27 0.28 0.28 
SGD 0.39 0.46 0.41 0.45 0.46 0.44 0.44 0.46 0.46 
MLP 0.68 0.67 0.68 0.80 0.67 0.78 0.68 0.67 0.67 

 

Additionally, we did another test with a combination of various features using horizontal 
concatenation; we found the best performance was 0.61 as an F-measure using the SVC classifier, as 
illustrated in Table 8. 

 
Table 8  
Results of the classification for a combination of Chroma CQT, Chroma STFT, and HPCP using horizontal 
concatenation 

 f1 
macro 

f1 
micro 

f1 
weight 

Pres 
macro 

Pres 
micro 

Pres 
weight 

Rec 
macro 

Rec 
micro 

Rec 
weight 

SVC 0.61 0.63 0.62 0.78 0.63 0.71 0.57 0.63 0.63 
LR 0.53 0.54 0.54 0.67 0.54 0.64 0.52 0.54 0.54 
LDA 0.53 0.54 0.56 0.62 0.54 0.65 0.53 0.54 0.54 
DT 0.47 0.46 0.46 0.62 0.46 0.66 0.52 0.46 0.46 
KNN 0.45 0.46 0.44 0.58 0.46 0.56 0.45 0.46 0.46 
NB 0.20 0.22 0.15 0.40 0.22 0.27 0.23 0.22 0.22 
SGD 0.52 0.52 0.55 0.80 0.52 0.72 0.46 0.52 0.52 
MLP 0.50 0.52 0.51 0.70 0.52 0.62 0.48 0.52 0.52 

 

Deep neural networks require a massive amount of data to produce efficient results. We trained a 
five layers Convoluted Neural Network (CNN), producing an average F1 score of 0.30, as shown in 
Table 9. Also, we trained four Recurrent Neural Networks (RNN) layers, resulting in an F1 score of 
0.29, as shown in Table 10. We refined the performance by changing the architecture to four CNN 
layers, followed by two Recurrent Neural Networks (RNN) layers, to have an AUC score of 0.778.  
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Table 8 
Results of the classification for Mel Spectogram and CQT for CNN 

 f1 
macro 

f1 
micro 

f1 
weighted 

Pres 
macro 

Pres 
micro 

Pres 
weighted 

Rec 
macro 

Rec 
micro 

Mel 0.02 0.07 0.01 0.01 0.07 0.00 0.13 0.07 
CQT 0.25 0.30 0.22 0.28 0.30 0.24 0.35 0.30 

 
 
Table 9 
Results of the classification for Mel Spectogram and CQT for RNN 

 f1 
macro 

f1 
micro 

f1 
weighted 

Pres 
macro 

Pres 
micro 

Pres 
weighted 

Rec 
macro 

Rec 
micro 

Mel 0.14 0.17 0.13 0.15 0.17 0.16 0.22 0.17 
CQT 0.29 0.28 0.24 0.37 0.28 0.27 0.31 0.28 

 
4. Conclusions 
 

This work compared various feature representations of digital Music to identify the most suitable 
transformation to describe Arabic Maqam for clustering and classification purposes. We conclude 
that the Chroma CQT is more efficient in representing the Arabic Music pieces for Maqam 
identification purposes. This is because Chroma CQT accounts for the unequal-tempered and as many 
frequency bins as required in Arabic Music. The most accurate clustering method is K-Means, while 
GaussianMixture and MiniBatchKMeans perform well. The most accurate classification method is 
MLClassifier, while SVC Classifier performed well. Using CNN and RNN did not perform as well as SVC 
because all neural network methods require much larger datasets than what was available in this 
study. Using mixed deep neural network RNN with CNN performed a higher AUC of 0.778. 

Further research is required in the pre-processing of the dataset. To accurately evaluate the 
performance of neural network approaches, it is required to add more pre-labelled datasets. Visual 
representation of the maqams using the extracted features can add more insights into the definition. 
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