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The algorithms for processing images and videos are currently essential for many 
applications. Many of these applications are specified for processing and analyzing 
images of numbers, such as smart meter reading, automated document processing, and 
processing of vehicles and license plate images in traffic monitoring and analysis. 
Consequently, eliminating noise is frequently used as a pre-processing step to improve 
subsequent analysis and processing outcomes. In this context, this manuscript proposes 
using artificial intelligence-based methods to increase the efficiency of the image-
denoising process. However, the computational demands of these algorithms 
necessitate careful consideration of the hardware on which they are implemented. 
Therefore, this paper proposes using the simple autoencoder approach and evaluates 
its efficiency compared to the conventional methods. This unsupervised model is 
trained to identify and remove impulse noise from digital images by replacing some 
pixels with others from the outer dataset that can clarify the whole image more. The 
model was trained using handwritten numbers, MNIST, and data set size in the first trial 
and the FER2013 dataset in the second. The model is superior in the case of the simple 
dataset. Two versions of autoencoders are considered, the first with three layers and 
the second with five. The Traditional denoising methods are investigated for 
comparison purposes. The four conventional filtering procedures, AMF, DBMF, ADBMF, 
and MDBUTMF, are implemented using the MATLAB simulation environment, and the 
results are reported and compared with the proposed methodology. The results show 
that the proposed artificial intelligence-based method significantly outperforms the 
traditional methods regarding processing efficiency and the resulting image quality. 
Moreover, the computational intensity for the proposed methodology is chosen as a 
metric for evaluating the algorithm compliance for the hardware implementation 
compared to the other Artificial Intelligence (AI)-based denoising algorithms. The 
suggested technique has minor processing and training time compared to the other AI-
based methods with adequate quality in case the images of numbers usually do not 
contain many details, making it more convenient for hardware implementation. 
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1. Introduction 
 

Digital image processing, in general, plays a significant role in our lives nowadays. It is used in 
many applications, such as face detection and recognition, image reconstruction, traffic sensing 
technology, and some medical applications. The images of numbers have numerous applications, 
such as monitoring and analysis of vehicles and license plates, real-time data analytics for images of 
physical objects that contain numerical information, and automated document Processing for images 
containing numbers, such as invoices, receipts, or forms. These images go through several phases 
before they are used by the user, including image enhancement, compression, restoration, etc. Image 
enhancement, in which the image is denoised, is one of the most crucial steps since the images 
commonly contain a wide variety of noise. For example, digital photos exhibit Gaussian noise due to 
electrical and sensor noise due to poor lighting and high temperatures. Generally, three main forms 
of noise are frequently produced by cameras: random noise, banded noise, and impulse noise, which 
is known as salt and pepper noise [1]. Due to these noises, the digital image must be filtered. There 
are several traditional filter types: Bilateral filter, Median filter, Mean filter, and Gaussian filter, etc. 
Some filters are used to decrease the impulse noise, starting with the Standard Median Filter (SMF), 
the basic algorithm to remove the noise from the image to more advanced ways and algorithms. 
Different filtering techniques are better suited for different types of noise than others. For example, 
the median filter is best suited for salt and pepper noise, while the mean filter is best suited for 
Poisson noise. As a result, the Gaussian noise is eliminated using the Gaussian filter. These filters are 
mainly classified into two groups: spatial and frequency domains. Spatial filtering is much simpler 
than frequency filtering. In the spatial domain, there are two primary types of noise reduction 
methods: linear filtering and nonlinear filtering techniques. Because of the low pass feature, linear 
filtering algorithms smooth down the edges in images and remove abrupt, sharp transitions in the 
initial data. The image may become blurry as a consequence. As a result, the retrieved result could 
not be adequate. So, usually, nonlinear algorithms are used more frequently for picture filtering. The 
median filter is one of the most popular conventional filters and falls under nonlinear spatial 
techniques. That is because impulse noise generates abrupt and harsh perturbations in the visual 
signal [2], [3]. These traditional approaches provide accurate results as long as noise density is low, 
but techniques should be modified to restore the image in the case of high noise density. First, more 
focus was placed on hybrid filters resulting from a mixture of the median and mean filtering concepts. 
Further along, the rise of Artificial Intelligence (AI) and machine learning have introduced new 
methods and techniques to accomplish the image-denoising process with more efficient results. 
Some of their main ideas come from the fact that most noise corrupting the image has statistical 
patterns and properties that the network can detect and determine [4]. There are 136 billion photos 
on Google; this vast number can be used as reference data to improve image filtering methods. 
Initially, an AI algorithm for denoising and resolution augmentation is developed by Subtle Medical 
Company to enhance the existing MRI scanners [5]. As the leading cause of image corruption is during 
image acquisition, and this depends on the quality of the image sensors, the low-noise images need 
professional cameras, which are usually expensive. However, recently, the noise from ordinary 
cameras can be removed using AI, object detection, and computer vision algorithms. Even in the 
medical section, improving the digital image processing denoising techniques, specifically AI-based 
ones, can reduce the cost of medical scan instruments, e.g., X-ray and Magnetic Resonance Imaging 
(MRI)[6]. However, using unnecessary intensive computational techniques for highly needed and 
widespread applications, such as those dealing with numbers and simple images, may be 
discourageable for hardware implementation. In this case, the only required features beyond the 
high accuracy are the fast processing time and the computational simplicity that guarantees the 
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possibility to be hardware implemented [7], [8]. In light of the discussion mentioned above, this 
research aims to propose a simple autoencoder-based image denoiser with three and five layers and 
also discuss and investigate the conventional image filtering techniques to be a reference for 
evaluating the efficiency of the proposed technique. The paper will focus on the various versions of 
the median filter as it is one of the commonly used filters because of its ability to remove impulsive 
noise. The suggested AI-based model is utilized to reach a dataset of the targeted image and then 
modify the corrupted image using different images of the same dataset, aiming to improve the 
efficiency of digital image processing in the presence of this noise. Additionally, more complicated 
AI-based techniques such as CNN with median layer, noise2noise technique, and generative 
adversarial network technique are studied [9]. Their performances are evaluated and compared to 
the suggested technique to assess the computational density in terms of the processing time, which 
gives an insight into the hardware implementation's applicability. This paper is organized as follows: 
Section 2 demonstrates the traditional methods of impulse noise filtering and their performance 
measurements, which will be considered as a reference to rate the performance of the proposed 
technique. The AI-based denoising techniques are reported in Section 3. The details of the presented 
autoencoder-based denoiser are depicted in Section 4. Finally, the paper is concluded in section 5.  
 

2. Denoising using traditional Impulse Noise Filters 

 

Digital image Noise is always defined as unwanted information affecting the desired image. In the 

case of the impulse noise (salt and pepper), the noise takes only presence as a pixel having a 

maximum or minimum value, and those values are 0 or 255. One of the most common conventional 

ways to reduce salt and pepper noise from the corrupted image is the Standard Median Filter (SMF), 

which replaces the distorted pixel by another with a closer value. This technique usually forms a 3x3 

window or mask where the targeted corrupted pixel is in the middle, and the values of the 8-

neighboring surrounding pixels are rearranged. The median of their values is considered the near 

value for this corrupted pixel. Due to the low efficiency of the SMF at high noise densities, there are 

modified versions of it, such as Adaptive Median Filter (AMF), which is beneficial for filtering an image 

with high noise density. Unlike the standard median filter, the adaptive median filter changes its sub-

image window size according to the noise in the window. The image sub-window could start an initial 

value of 3x3, and this can be considered the first cycle of filtering. The sub-image window size is 

increased to 5x5 and could be regarded as the second filter cycle if noise is still found. Another 

example is the Decision-Based Median Filter (DBMF), Its algorithm is slightly similar to the SMF, but 

instead of letting the sub-image window go through the whole image, it only works when detecting 

a corrupted pixel and putting it at the center of the sub-image window and replace it by the median 

value of the sub-image window [10], [6]. At the same time, it preserves the noise-free pixel value. A 

combination between the AMF and DBMF is the Adaptive Decision-Based Median Filter (ADBMF). 

This algorithm has higher efficiency than the SMF as it leaves the uncorrupted pixels untouched and 

the sub-image window value changes according to the number of corrupted pixels in the window 

[11].  

Regarding high noise density, SMF and DBMF efficiency decreases to very low levels. So, one 
of the solutions is the Modified Decision-Based Unsymmetric Trimmed Median Filter (MDBUTMF) 
which operates with high noise densities of 80% to 90% [12]. By importing the noisy image and then 
checking each pixel, the method is made to remove the excessive noise density [13]. Like the 
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decision-based median filter, nothing changes if the pixel is not damaged. However, if the pixel was 
damaged, check the window. The pixel is removed and replaced with the window's mean value if the 
window had all corrupted pixels. However, if the window had any uncorrupted pixels, the damaged 
pixels would be eliminated, and the pixel would then be replaced with the median value of the 
window's remaining pixels. The image is restored using this technique in a way that is quite effective 
at getting the image as near to the original as feasible [14]. The four filtering procedures (AMF, DBMF, 
ADBMF, and MDBUTMF) are implemented using the MATLAB simulation environment by storing a 
clean 256x256 and then adding salt and pepper noise with different density ratios then using the 
algorithm under test for removing this noise. The result of applying these techniques on a sampled 
image with 40% noise density is presented in Figure. 1. Furthermore, the filtered and original images 
are compared to evaluate the technique's performance using different criteria, as shown in Figure 2 
and Figure 3. The Peak Signal-to-Noise Ratio (PSNR) and the Structural Similarity Index (SSIM) are 
used to assess filtering procedures as illustrated in Figure 2 and 3, respectively. PSNR calculates the 
ratio of the maximum possible power of the signal (in this case, the maximum pixel value) to the 
power of the difference between the filtered and ground truth images. It is often expressed in 
decibels (dB) and measures image fidelity. It is the main metric that will be used for all the 
investigated and proposed techniques in this work. Also, the Mean Squared Error (MSE) is calculated 
as a second metric and to get the PSNR value, giving the PSNR evaluation an edge over other 
evaluation metrics by including the MSE value. 
 

 
Fig. 1. (a) original image (b) original image with 40% noise density (c) DBMF result (d) SMF result (e) 
MDBUTMF result (f) ADBMF result. 
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Fig. 2. PSNR versus noise density for AMF, 
DBMF, ADBMF, and MDBUTMF algorithms 

 
Fig. 3. SSIM versus noise density for the AMF, 
DBMF, ADBMF, and MDBUTMF algorithms 

 
 

The higher PSNR value the higher the efficiency of this filtering technique. The PSNR for a grayscale image 
is calculated using Eq. (1) 
 

𝑃𝑆𝑁𝑅=10 log (2552/𝑀𝑆𝐸),                                                                                                                             (1) 
 
where MSE is the Mean Squared Error that can be calculated using Eq. (2) 
 

MSE = Σ(𝑜(𝑖,𝑗)−𝑓(𝑖,𝑗))2/(𝑚×𝑛),                                                                                                                              (2) 
 

where m and n are the size of the image row and column. While (o) is the original image and (f) is the 
filtered one. In an RGB image, the average PSNR can be calculated as the sum of the PSNR of each color 
plane divided by three. The SMF is considered the basic technique that has low efficiency in the case of  
high noise-density images. Another problem emits as the sub-image window filters the whole picture; in 
the case of using SMF with a low noise density image, the image loses its sharpness. While using AMF or 
DBMF could result in slighter sharpness loss and higher accuracy. At the same time, ADBMF, a 
combination of adaptive and decision-based filters, removes the salt and pepper in the image but it is still 
ineffective against high noise density. The relation between PSNR and the noise density while using the 
four different filtering methods indicates that no perfect filter is suitable for all noise densities. But the 
superiority depends on the purpose of the filtering process itself. In high noise density, it is better to 
choose the MDBUTMF as the ADBMF leaves the value of the noise-free pixel without changing. Briefly, 
this section investigates the conventional filtering techniques and finds out that the brightness and 
structure of the image are impacted by the ADBMF But they are unaffected by the DBMF and SMF, in 
contrast. The adaptive decision-based median filter provides a significantly higher PSNR than SMF and 
DBMF when comparing their PSNR values. Additionally, the ADBMF has the highest PSNR value at 40% 
noise density when compared to the MDBMF. The MDBMF, however, has the highest value when SSIM is 
measured, with a noise density of 40%. Afterwards, the next sections demonstrate the utilization of the 
AI in noise filtering purpose. 
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3. Denoising using Artificial Intelligence 
 

The ability of machines to carry out activities that ordinarily require human intelligence, such as 
comprehending natural language, recognizing objects, making judgments, and learning from experience, 
is known as artificial intelligence (AI). AI technologies rely on algorithms and mathematical models to 
analyse large amounts of data [15]. 

This section will discuss the processing of some neural network models to the image data and 
demonstrates the image denoising using them. Some of these models are tested using the used dataset  

 
3.1 The concept of convolutional neural network (CNN)–based denoiser 
 

CNN has a scheme for detecting and analyzing patterns. The simplest CNN consists of three main 
layers; the input, output, and hidden layer which connects the input and the output layers. It receives 
input, transforms it using the hidden layers, and then repeatedly sends it to the next layer hidden 
layer, if more than one, until reaching the final (output) layer. In each layer, the filter for this layer 
should be specified. According to the filter, the transformed input of this layer and this filter is 
responsible for detecting the patterns, shapes, or edges of the image. AS the more hidden layers are 
added, the more features the network can detect. The filter of a CNN layer is usually applied to the 
image using a 3x3 window passing through the whole image, as shown in Figure 4. In this research 
work, the ability of the model to detect the object is used for image denoising. A handwritten image 
dataset is used. For detecting which number is written; first, the data is imported to the proposed 
network and split into train and test groups, where the train image group represents the data that is 
given to the network to learn from. The test group is the remaining data to check the model's 
accuracy. Three different networks are used, each network has its own filter, and the output of this 
filter is a detected feature. The result of those features can conclude the desired output. The 
difference in each layer can be observed due to the different filters applied on this layer. Figure.4 
displays the inputs and outputs of CNN using different filters. 

 

 
Fig. 4. the results of passing the image 
through the CNN network 

 
Recently, for training the model to denoise the image, the neural network should be trained on 

two datasets, one for the clear images and the other containing the same images with same 
arrangement but corrupted by noise. So the model can find a relation and pattern between the plain 
image and its corresponding noisy image. In contrast, the most traditional AI based method is training 
the neural network using pairs of data containing clean and noisy versions of the same image to 
detect the noise and replace the corrupted pixels with the correct ones from the clean set. Therefore, 
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many approaches for removing the noise from images using neural networks like convolutional 
neural networks with median layer, noise2noise image denoising, generative adversarial networks, 
and autoencoders [16]. These approaches are still being developed to denoise the image and increase 
the image quality. The first three models are employed, and their outputs are assessed and 
contrasted with a recommendation of the last one for hardware implementation in case of simple 
processing input data as explained, in detail, through the following subsections. 
 
3.1.1 CNN with median layer for denoising image 
 

The concept of the CNN median layer is to combine the standard CNN layers with median filter 
layers, so the design of this network is fully CNN injected with median filter layers between the hidden 
layers that cause a difference instead of using the median filter directly on the corrupted image. So 
as the network layers are extracting features from the image, the median layer is being applied in 
some of these feature channels that causes removing noise in different features channels output and 
add the denoising features to predict a higher quality image. That is because the median layer acts 
in this process as the usual way of removing noise, allowing the noise-free pixels to pass clearly. This 
median layer can be defined as the median filter applied on each element of the feature channels as 
the basic concept of mask scanning through the whole matrix. This median layer is applied to every 
layer in the neural network, so if we have ten layers, there is an additional median layer for each. 
This method is considered to be fully CNN. The network does not have any limitations on the size of 
the input. It begins with two back-to-back median layers, followed by residual blocks and median 
layers in a specific order. At the end of the network, there are residual blocks without any median 
layers inserted between them. In the implementation stage of this network, the median filter layer 
is applied on the first half of the layer, so the first half of the network is designed to remove the noise 
from the image. In contrast, the second half is designed for recovering the input image. This method 
was designed to generate 64 features per layer. 

The residual block is used to skip the connection over convolutions and includes normalizing 
batch layers. It is a type of building blocks used in deep neural networks, specifically in CNNs. They 
were first introduced in the ResNet (Residual Network) architecture to help solve the problem of 
vanishing gradients in deep networks [17]. A residual block comprises several layers of convolution, 
batch normalization, activation functions, and a shortcut connection that skips one or more of these 
layers. The idea is that the network learns a residual function representing the difference between 
the original layers' output and the shortcut connection input. This residual function can then be 
added back to the shortcut connection output, which helps bypass the problematic layers and allows 
the gradient to flow more easily. The loss in the image is defined as the MSE of the estimated image 
and the original image. MSE and PSNR are inversely proportional; a lower MSE means higher image 
quality after denoising. Figure 5 illustrates the CNN median layer, which consists of 64 layers; 
between each layer, a median layer acts as a median filter [16]. 

 

 
Fig. 5. CNN median layer [16] 
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To test this network, a dataset of 90 200x200-pixel photos was used to train the model. The 
network's output is a 70x70-pixel scaled image that contains the image's denoised version. The model 
extracts a set of weights in layers that can convert an input noisy image to a clean image during 
training. Three separate sets of photographs were compared in order to gauge and assess this 
technique's performance in contrast to other techniques. The well-known digital image processing is 
included in the first set. The Kodak Image Dataset is the third collection, while the second set is 
BSD300. Both sets were denoised using CNNs. PSNR is the statistic taken into account in the 
comparison. First, train three pairs of fully convolutional networks, one with median layers and the 
other without them, with most networks composed of residual or convolution blocks. Next, train two 
sets of deep fully convolutional networks, one of which is a conventional network devoid of any 
median layers and the other is a network that is the exact opposite of the first set but with median 
layers; this will help to illustrate the benefit of the median layer. Median layers are present in the 
first half of the network but not in the second. The networks in the first set consist of repeating 
residual, batch normalization, and activation, or convolution blocks. The results demonstrate how 
median layers boost the network's PSNR value while causing fewer training-related losses than the 
other two methods. Additionally, the findings demonstrate that networks with the median layer 
typically have greater PSNR values than other networks with values between 0 and 5dB. The 
calculating PSNR for the Median layer CNN at different noise densities is tabulated in Table 1 showing 
very good performance, using RGB images of size 256x256 for the salt and pepper noise. However, 
this architecture is considered a complex model that is suitable for denoising of the images of 
significant details not for the simplest ones as the images of numbers and letters. Hence, it is not 
recommended for the hardware implementation of the image of numbers processing applications. 
 

Table 1 

The calculating PSNR for the Median layer CNN at different noise densities 

Noise density % Median layer CNN 

30% 37.04 dB 
50% 35.00 dB 
70% 33.07 dB 

 
3.1.2 Noise2Noise based denoiser 
 

The noise2noise technique applies basic statistical reasoning for image enhancement and signal 
reconstruction by using machine learning to map corrupted pixels to clean pixels by using a method 
where the model can restore images by only looking at corrupted images. In the traditional image 
denoising techniques, we can observe the usage of statistics to replace the noisy pixel with a suitable 
pixel value. Recently, with the progress of AI and deep learning, it showed a potential to replace the 
old ways. Some of AI methods require introducing a clean and noisy version of the same image so 
the model can map the differences. While in the noise2noise technique, a pair of the same image is 
used but with different noisy intensities and starts extracting the features from those images. This 
approach is called self-supervised learning, where the model receives unlabeled data and starts 
processing it without human intervention. So the model can learn how to remove the noise when 
receiving a new noisy image with the same features. The noise2noise trains the model to learn the 
noise pattern itself, as most noise has statistical properties. The noise2noise model tries to detect 
these statistical patterns in the noisy image and remove them. This method is considered one of the 
latest methodologies to remove noise. However, its flaw appears when receiving a noisy image with 
a different statistical pattern; its learning will not be effective. Since the noise2noise technique 
focuses on the type of noise pattern, the dataset must contain many noise patterns to enable the 
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model to detect different noisy images, making the model more immune to different noise patterns 
[18]. The most challenging thing in this technique is the loss function and how to decrease it as much 
as possible. Although the Noise2Noise has many promising upgrades, it has some drawbacks that 
make other techniques still ahead of it. It can fail in overfitting the noise pattern if the input image 
has a different one; at his time, the model's accuracy will drop badly. Also, the Noise2Noise requires 
very high processing, especially when the training dataset is extensive, or in the case of RGB images 
rather grayscale. It might be an arduous processing technique which makes it inconvenient to the 
hardware implementation. The calculating PSNR for the Noise to Noise-based CNN at different noise 
densities is tabulated in Table 2 using RGB images of size 256x256 for the salt and pepper noise. 
 

Table 2 
The calculating PSNR for the Noise to Noise-based CNN at different noise densities 

Noise density % Noise2Noise 

30% 36.39 dB 
50% 34.68 dB 
70% 32.83 dB 

 
3.1.3 Generative Adversarial Network 
 

Generative Adversarial Network (GAN) was introduced by Ian Goodfellow in 2014 [19]. The GAN 
first concept was to train the model on specific data and to make it able to generate similar data. For 
example, suppose the model was given a dataset containing a particular artist's paintings. In that 
case, the model will try to generate an image containing a painting that looks close to this artist's 
drawings. As mentioned, the GAN was used firstly to generate new data with a first model called the 
discriminator and a second model called the generator. The discriminator is trained on particular data 
to detect whether any other data belongs to it. As in the painting example, the discriminator is trained 
on Van Gogh's painting to detect if any other painting belongs to him or not, while the generator tries 
to assign values to pixels and then send them to the discriminator to decide if this image belongs to 
Van Gogh paintings or not. Suppose the discriminator decides it does not belong to Van Gogh's 
painting. In that case, the generator tries again until the discriminator loses its ability to detect any 
difference and is tricked by the generator. At this point, the generator can copy the drawing style of 
Van Gogh. In denoising images using GAN, the generator network receives a noisy image while the 
discriminator has a clean version of the image. Then the generator network tries to denoise the image 
until the discriminator accepts it. This whole process is repeated on a dataset containing clean images 
and another noisy version of these images. An example of using GAN for denoising the image is 
GAN2GAN, where the primary motivation of GAN2GAN is simple; given a single noisy image Z(i), we 
want to generate two image pairs (ˆZ1 (i), ˆZ2 (i)) that correspond to the noisy versions for the same 
underlying clean image of Z(i), but each with independent realization of the noise. Such generation 
is challenging since there is a necessity to blindly separate the noise, the clean image solely from Z(i), 
learn the distribution of the noise, and switch only the noise part of Z(i) with the independent 
realizations of the noise [20]. Despite the challenge, those pairs of images can be used to carry out 
the N2N training to train a denoiser as soon as it is successful. 

Furthermore, the noisy dataset should contain different types of noise and different noise levels 
so the model can be trained to denoise different types of noises with different densities. The GAN 
denoising method has many advantages and disadvantages, since the output generated by applying 
a trial and error concept until the discriminator accepts the results. So, the denoised image output 
will also have some realistic features. This technique is more flexible to denoise different types of 
noisy images. On the other hand, training the GAN model is much more complicated than training a 
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traditional denoising CNN. Also, the generator model can collapse and may not give an acceptable 
result due to the inappropriate dataset. So the dataset must be chosen very wisely. The GAN 
methodology requires much more processing time than the regular denoising convolution networks 
because of the network architecture. As a result, it is also not recommended for hardware 
implementation of denoiser for number images.  
 
4. The proposed Autoencoder-based denoiser 
 

The autoencoder is one of the most accessible techniques to understand, as it has a 
straightforward network architecture. It is considered an unsupervised neural network whose 
primary purpose is to copy input to output. The autoencoder consists of three main layers: the 
encoder, decoder, and latent space are illustrated in Figure. 6. The encoder layer receives the input 
dataset, then reduces its dimensions and compresses it by downsampling this input data. The 
decoder layer receives the compressed data and then reconstructs it to become as close as the 
original the decoder layer so it can be considered the opposite of the encoder layer. At the same 
time, the latent space or the bottleneck layer is the connecting chain between the encoder and the 
decoder layer. This space is responsible for receiving the output of the encoder layer, which in the 
image case is a compressed down-sampled image, and extracting features from this compressed 
image after the model has been trained over the data set. After being compressed through the 
encoder layer, the noisy image is delivered to the latent space layer. At this time, The latent space is 
responsible for receiving the output of the encoder layer which in the image case a compressed down 
sampled image and then extract features from this compressed image and after the model has been 
trained over the data set the latent space layer plays the role in generating data on the upcoming 
noisy image and can be considered as after the code is being trained the noisy image after being 
compressed through the encoder layer and then delivered to the latent space layer the latent space 
can now detect the noisy and replace the noisy pixel in the image with a suitable pixel value from the 
trained data. The most crucial factor in this process is the loss function which measures the MSE 
between the input image and the reconstructed output. It is a critical parameter to be calculated as 
the autoencoder model adjusts its weights to decrease the loss function. 
 

 
Fig. 6. The architecture of the adopted autoencoder based image denoiser 

 
 Although the uncomplicated architecture that the autoencoder model has, it has a significant 

critical point as its efficiency has an inverse relationship with the image size. In contrast, 
computational processing has a direct relationship with image size. Since as the image size increases, 
the computational processing increases because it requires more memory usage to save the trained 
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data, and also, an image with a big size requires more parameters to compress and extract the 
features. Hence, the autoencoder shows excellent efficiency with a data set generated by Microsoft 
named MNIST, a considerable dataset containing handwritten numbers. The number of images in 
this dataset is around 72,000, with a size of 28x28 for each. This dataset has many advantages in 
testing the autoencoder because it contains many images, so the model can be trained on many 
images, increasing its accuracy. Also, it consists of small-sized images, making it easy to store in 
memory and be processed quickly. 

On the other hand, another trial uses the FER-13 dataset, which contains around 35,000 images 
sized in 50x50 images for different people. This data set is used to detect human emotions. The 
conclusion of applying it through the autoencoder is that the images are not denoised as efficiently 
as the MNIST dataset. This performance is a result of two main reasons; the first one is that the FER-
13 dataset contains half the amount of images the MNIST dataset has. The second reason is that it is 
larger in image size, requiring additional layers to extract more features and more time and memory 
to process it. This technique requires 44min to be trained using the MNIST dataset. The results using 
the MNIST dataset for two different examples are illustrated in Figure. 7. 
 

 

 
Fig. 6. The results of applying the autoencoder-based proposed technique to 
two examples of MNIST dataset 

 
The autoencoder was trained on a 60% noisy image resulting in PSNR and SSIM equal to 17.1 dB 

and 81.9%, respectively. On the other side, when using the autoencoder with the FER-13 dataset that 
contains 35,000 of 48x48 human face reaction images, the autoencoder layers were increased from 
3 layers to 5 layers in each of the encoder and decoder stages the time to train the model is around 
25 minutes. At the same time, the efficiency decreased significantly at 60% noise density, as PSNR 
reached 16 dB. The values of the measured metrics are tabulated in the Table. 3. The results of using 
the FER-13 dataset for two different examples are illustrated in Figure. 8. 

From the aforementioned discussion, this technique is adopted for hardware implementation of 
the image denoiser for being used in the processing of the images of number which ensures high 
performance with the impact of the speeding the processing up in case of the hardware 
implementation rather than the software processing.  
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Fig. 8. The results of applying the autoencoder-based proposed technique to two examples of FER-13 
dataset 

 
Table 3 
The calculating PSNR for the autoencoder proposed based denoiser at 60% noise densities 

Number of layers Dataset  PSNR (dB) 

3 MNIST 17.1   
5 FER-13 16  

 
From the tabulated results, it is noted that the simple 3-layers autoencoder-based denoiser has 

superior performance with respect to the most of the standard filters with small degradation about 
the MDBUTMF algorithms. Notwithstanding the fact that the PSNR in case of the Autoencoder based 
denoiser is smaller than its value in case of the other AI based techniques but this value is adequate 
for the applications that involve processing and analyzing images of numbers. Furthermore, it is 
foreseen that this autoencoder denoiser has high potential to be hardware realized than the other 
techniques due to its simplicity and low computational cost. 
 
4. Conclusions 
 

Several applications involve processing and analyzing images of numbers, especially in the 
Internet of Things age. However, the corruption of images by noise is a crucial problem. This reflects 
the necessity of filtering the noisy images to retrieve their clean versions. There is no perfect filter or 
technique to denoise all the image types, whether traditional or modern. The denoiser should 
guarantee sufficient performance and high processing speed for the image of numbers. Hardware 
implementation can speed up any algorithm instead of using general-purpose processors. Therefore, 
this paper suggests the autoencoder-based denoiser for hardware implementation for the images of 
numbers. Two versions of the autoencoder-based denoiser, the three and five layers, are studied. 
Their performance efficiency versus the complexity is compared to the standard denoising filters and 
the AI-based denoisers. The results show adequate performance in the case of images of numbers 
that do not contain many details to be detected with apparent simplicity that is encouragable for 
being hardware implemented. 
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