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Pulsate flow is an effective technique applied for cooling several engineering systems 
depending on their pulsate frequency. One very sound external flow pulsation 
application is heat transfer over heated bodies. In present work, an experimental 
design and numerical model of controlled pulsating flow according to generated 
pulsating frequency and wave shape around a heated cylinder were performed. The 
effects of pulsating frequency, amplitude, and mean velocity on the fluid flow and heat 
transfer characteristics over a heated cylinder were studied. The wave frequency 
varied from 2 to 12 Hz, and the amplitude varied from 0.2 to 0.8 m/s. Moreover, 
different waveforms were investigated to determine their effect on wall cooling. For 
constant wave frequency and amplitude, the most efficient wave in cooling was the 
sawtooth wave, with the average wall temperature after 30 s was 1.6 °C cooler than 
that of the forced convection case, followed by the triangular wave at 1.2 °C less. The 
heat transfer rate and the flow field were drastically influenced by the variations of 
these parameters. Optimization was conducted for each wave type to find the 
optimum wave frequency and amplitude. The optimizing showed that, the most 
efficient wave was the sawtooth with 12°C temperature reduction compared with that 
of the forced convection case, followed by the triangular. Furthermore, regression 
analysis was conducted to estimate the relationships between these variables and 
surface temperature. It was found that the wave amplitude had a greater role in 
cooling than that of the frequency. 
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1. Introduction 
 

External unsteady convection heat transfer mode on heated bodies such as cylinders is very 
effective technique in real engineering life, for example, parallel and counter flow in heat exchanger 
applications. Now a day, the latest research in literatures has shown sensitivity of heat transfer 
improvement to pulse flow mode. The problem of a cylinder in pulsating crossflow was introduced 
in many applications through the literature. One such application introduced the lagged behavior of 
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the heat release of a heated wire in crossflow in a tube that turns heat into sound, known as the Rijke 
tube [1]. Another application is hot wire anemometry, the dynamic behavior of which is of great 
interest [2]. 

Recently researchers have paid attention to the heat transfer characteristics from a cylinder 
subjected to pulsating flow using numerical simulation and experiments. Yu et al., [3] conducted a 
computational fluid dynamics CFD study for flow pulsation over cylinder with square cross section. 
The study included heat transferee investigations for different pulsation amplitude and frequency. 
Their conclusions showed increment of heat transfer at lock on frequency (vortex shedding natural 
frequency). Molochnikov et al., [4] offered flow pulsation analysis around cylinder. They proposed 
correction factor that may be applied for heat transfer correlation of simple flow across cylinders. 
Saxena and Ng [5] produced a CFD investigations of flow pulsation across heated cylinder. Their 
results evaluated the flow shedding frequency while interacting with cylinders of several aspect 
ratios. Bhalla and Dhiman [6] presented numerical models for flow pulsation mode compared to 
continuous flow mode over heated half-cylinder inside a channel. Their findings showed an 
increment in Nusselt number by 10% due to use of flow pulsation. Li et al., [7] experimentally 
investigated that heat transfer coefficient across heated cylinder improved by using pulsate flow. On 
the other hand, the experimental work showed that the heat transfer reduces with low pulsating 
frequencies while it increased with increasing the pulsating frequency. Ji et al., [8] studied 
experimental flow pulsation of air flow around heated cylinder. Their conclusions revealed 
improvement of heat transfer especially at 'lock-on' frequency of pulsation. Kikuchi et al., [9] 
performed experimental investigation for flow pulsation around a heated cylinder. Their results 
showed that the flow separation near the beck cylinder half improved the heat transfer at that zone. 
Perwaiz and Base [10] introduced an experimental study for flow pulsation around a heated cylinder 
with surface temperature. Their conclusions revealed a sensitive relation between heat transfer and 
pulsation frequency. Where the heat transfer decreases for low frequency and increase for high 
frequency of pulsation. 

Flow pulsation has been widely utilized in heat transfer improvement. In electronic engineering 
field with the development of electronic equipment to deal with very high thermal loads it is crucial 
to get effective and consistent cooling techniques [11,12]. Fluid pulsation has been proven to 
improve heat transfer due to phenomena such as turbulence, intermittent mixing, and dynamic 
change of thermal boundary layer [13-16]. Thus, in latest years, investigations of pulsating flows to 
improve heat transfer efficiency have got encouraging interest [14,17-19]. Recent research 
recommends that pulsating flow is favorable for the application of pulsating crossflow through a 
cylinder or other objects [20-24]. Farahani et al., [25] Inspected the effect of the pulsating flow jet on 
the thermal and vibrational performance of the cylinder. Compared with the efficiency of the steady 
jet. The most important parameters examined include pulsing jet velocity and frequency. Esfe et al., 
[26] present summary of pulsating flow without and with heat transfer and the effects of nanofluids 
are considered. Using pulsating flows instead of steady flows are effective approach in improving 
heat transfer. Ye et al., [27] presents experimental results concerning heat transfer performance of 
cross pulsating flow around a cylinder and concentrates on heat transfer characteristics improvement 
gotten using a new and unusual kind of pulse method capable of produce varying pulsate waves with 
various frequencies. Mladin and Zumbrunnen [28] Have performed experimental study of flow 
pulsations effect on the heat transfer characteristics of a two-dimensional air jet where the Nusselt 
numbers in the mid-plane increased to 80%. Poh et al., [29] have performed numerical study of flow 
pulsations effect on Nusselt number under a laminar impinging jet. the greatest heat transfer 
enhancement with the combination of Re = 300, f = 5 Hz and H/d = 9. Coulthard et al., [30] have 
studied experimentally the pulsate film cooling effectiveness on heat transfer using solenoid valves 
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to generate flow pulsation where pulsing with high frequency improved film-cooling effectiveness by 
lowering the jet liftoff. 

The next section presents the research on pulsed flow, considering the waveform of the pulses 
and their effect on the heat transfer characteristics. Xu et al., [31] have introduced experimental 
investigation of pulsating flow ambitious by variety of wave signals and study the Effects of pulsating 
flow parameters on heat transfer characteristics. They have studied square, triangular, sawtooth, and 
sinusoidal wave signal. Their results showed that the square wave leads to a more average flow rate 
and improved heat transfer characteristics under the same pulsating frequency compared to the 
other three waves. 

In a previous study, Li et al., [32] investigated rectangular wave (R-wave) and triangular wave (T-
wave) impingement with nanofluid periodic pulsating slot-jet. They analyzed the effects of the jet 
waveform, pulsation frequency from 10 to 50 Hz, and Reynolds number from 10,000 to 20,000 on 
heat transfer enhancement. The frequency induced a trend effect on the heat transfer enhancement. 

Zargarabadi et al., [33] performed a numerical simulation for pulsating impinging jet on an 
asymmetrical concave surface where a sinusoidal pulsation was formed based on the average 
velocity for regular impingement supplied to the concave surface. They investigated the effects of 
frequency, pulsation amplitude, relative curvature, nozzle-to-surface distance, jet displacement, and 
Reynolds number on the flow and heat transfer characteristics. Their results indicated that changing 
the pulsation frequency within the range of 40 to 160 Hz increased the time-averaged Nusselt 
number by 2%–8%. Meanwhile, Zhang et al., [34] numerically studied the various waveforms 
(sinusoidal, rectangular, and triangular) applied to a confined two-dimensional slot jet impinging on 
a heated plate for heat transfer improvement and compared the results with those for a steady air 
jet. The Reynolds numbers varied from 1553 to 7766, the frequency varied from 10 to 400 Hz, the 
Strouhal number varied from 0.012 to 2.4, and the jet-to-surface distances ranged from 2 to 8. The 
best heat transfer performance was achieved using triangular jets at its critical Strouhal number 
St = 0.24–0.48. A higher heat transfer rate than those of other cases at the same Re was achieved. 

Geng et al., [35] applied a designed periodic air to a heated surface to enhance heat transfer in 
comparison with those of steady air jets. The experiments featured triangular, sinusoidal, and 
rectangular jets with frequencies that ranged from 1.25 to 20 Hz. The results showed some beneficial 
influence on heat transfer improvement and that the improvement of the combined signals lay 
between the performances of the individual signals. The sinusoidal or triangular plus shapes 
demonstrated some enhanced performance compared with the rectangular plus shape. 
Mohammadpour et al., [36] numerically investigated the effects of sinusoidal and square-wave-
shaped flow pulsations on the heat transfer rate from a slot jet impinging on a concave surface. In 
their study, the frequency varied from 20 to 80 Hz, the pulse amplitude from 0.2 to 1.0, and the 
Reynolds number from 4740 to 7200. The studied square wave shape showed higher rates of heat 
transfer compared with those of the sinusoidal wave shape. The pulsated jet flow caused a higher 
heat transfer rate than that of the steady jet flow. The enhancement of the local Nusselt number was 
associated with the increase in jet Reynolds number. Increasing the pulsation frequency improved 
the average rate of heat transfer. 

Mladin and Zumbrunnen [37] experimentally investigated the effect of flow pulsations on the 
local heat transfer characteristics of a planar air jet. Their results showed that using pulse amplitudes 
within the range of 0% to 50% of the mean flow velocity and pulsation frequencies corresponded to 
Strouhal numbers lower than 0.106, which increased the Nusselt numbers in the nozzle mid-plane by 
12%–80%. Mladin and Zumbrunnen [38] implemented a boundary layer model to ascertain the 
effects of the pulse shape, frequency, and amplitude on the heat transfer in a planar stagnation 
region. Their results indicated that the interaction of the frequency and amplitude and the 
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nonlinearity of the governing equation reduced the time averaged Nusselt number by up to 16%. 
Sheriff and Zumbrunnen [39] experimentally investigated the influence of flow pulsations on local 
heat transfer on an impinging water jet. They considered sinusoidal and square-pulse wave shapes. 
The pulse amplitude varied from 0.5% to 100% of the mean-to-peak velocity, whereas the pulse 
frequencies varied from 5 to 280 Hz. 

Demircan and Turkoglu [40] numerically analyzed the characteristics of a sinusoidally oscillating 
jet impinging on a flat surface. They studied the effects of jet oscillation amplitude, frequency, and 
Reynolds number on the flow and heat transfer characteristics. They concluded that the Nusselt 
number relatively increased when the jet oscillated compared with that of a steady jet. Bazdidi-
Tehrani et al., [41] analyzed oscillatory flow impinging on a disc and its effect on heat transfer 
characteristics. Their results showed an enhancement of heat transfer and a reduction of Nusselt 
number fluctuation with increasing oscillation frequency from 16 to 400 Hz. Recent research has paid 
attention to boundary conditions setup for investigation of environmental wind profile, simulation 
of synthetic jet cooling, fluid and structure analysis using ANSYS, meshing for CFD modelling, cooling 
of hot cylinder in backward-facing step channel and effect of the isothermal fins on the natural 
convection heat transfer where the contributions of such researches have very important rule in in 
understanding and defining correct setup for the boundary conditions and turbulent models suitable 
for the problem [42-47]. 

It is clear from the foregoing and what has been referred to in the literature that there is no 
accurate and clear study on the effect of the wave form on the heat transfer coefficient by studying 
the effect of wave form control parameters such as amplitude and frequency. The current research 
presents this study accurately to reach the optimal wave shape used in cooling of cylinder in cross air 
flow and their proposed properties such as frequency and amplitude. This paper aimed to study heat 
transfer over a heated cylinder using different inlet air velocity waveforms, determine the effects of 
the waveform, amplitude, mean value, and frequency, and find the most efficient cooling way in 
terms of the waveform, amplitude, and frequency. These are explored as follows. The problem setup 
is discussed in Section 2 and validated in Section 3, where the experimental setup is mentioned. 
Results of the heat transfer and aerodynamic characteristics for different waveforms are discussed 
in Section 4, followed by the determination of the optimum frequency and amplitude and analysis of 
these data through regression modeling in Section 5. Finally, the article is concluded in Section 6. 
 
2. Problem Setup 
2.1 Experimental Apparatus and Procedure 
 

The experimental work was carried out through our apparatus [48,49]. The tunnel was equipped 
with a flow pulsation generator, Figure 1. Table 1 includes the tunnel specifications. 
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Fig. 1. Pulsating flow apparatus 

 
Table 1 
Tunnel specifications 
Test section Dimensions 

Cross section Square 200mm×200mm 
length 1600 mm 
Reynolds number 1~2 ×104 

Pulse frequency 1~12 Hz 

 
2.2 Numerical Modeling 
 

A computational model setting was conducted according to the problem definition [48,50]. The 
CFD computations were performed, and convergence was determined based on the decrease in 
temperature of wall after three minutes. There are fifteen inflation layers around the cylinder with a 
growth rate of 1.15, and the cylinder was divided into 100 elements. The body of the influence growth 
rate was 1.1. The different meshes are listed in Table 2. It can be seen that, except for the coarsest 
mesh, the average wall temperature tended to a certain value as the mesh got finer, as shown in 
Figure 2. Moreover, the internal grid sensitivity was checked through the temperature distribution 
over the cylinder, as shown in Figure 3. 
 

Table 2 
Different tested meshes 
 Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5 

Number of nodes 29336 33984 44478 72237 247350 
Number of elements 69841 83720 115401 197847 809764 
Average quality 0.44018 0.45491 0.50883 0.64235 0.7804 
Standard deviation 0.25109 0.22753 0.20151 0.18038 0.14679 
Temperature (K) 379.29 379.335 378.955 378.91 378.614 
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Fig. 2. Number of elements vs. average wall temperature for different 
meshes 

 

 
Fig. 3. Cylinder wall temperature distribution for different meshes 

 
After the examination of the meshes, Mesh 3 was chosen. The mesh around the cylinder is shown 

in Figure 4, and its properties are summarized in Table 3. A temperature difference of 1.3K was found 
by comparing the temperature reduction herein with that in the experimental results, where the 
temperature reduction after 5 min was 9.3K. This difference can be tuned based on the wind tunnel 
wall temperature. 
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Fig. 4. Mesh grid around cylinder surface 

 
Table 3 
Properties of the used mesh 
Property Value 

Nodes 44478 
Elements 115401 
Average quality 0.50883 
Standard deviation 0.20151 
Wall sizing 250 
Inflation layers 15 
Inflation growth rate 1.15 
Body of influence sizing 3.00E−03 m 
Body of influence growth rate 1.1 

 
2.3 Numerical Boundary Conditions 
 

Considering the physics of the problem, the cylinder initial temperature is maintained at 105°C. 
The inlet velocity follows Eq. (1). 
 
𝑉 = 𝑉mean + 𝑉amp × |sin⁡(𝜔𝑡)|           (1) 

 
where both 𝑉mean and 𝑉amp are 1 m/s, and ω varies from 1 to 12 Hz. The boundary conditions are 

summarized in Table 4. 
 

Table 4 
Boundary conditions 
Boundary Type Value 

Upper and lower walls No-slip wall T = 105°C 
Side walls Symmetric  
Inlet Velocity-inlet V: Eq. (1) 

T = 25°C 
Exit Pressure exit Gauge pressure = 0 Pa 

T = 25°C 
Cylinder No-slip wall Material: Steel 

Qin = 33 W 
Initial T = 105°C 

 
 



CFD Letters 

Volume 15, Issue 9 (2023) 56-82 

63 
 

2.4 Validation of the Computational Model 
 

The temperature reduction was compared with those in the experiments, for cases of 1 and 6 Hz, 
after 5 and 10 min to validate the computational model. The numerical simulation had good accuracy, 
where the difference ranged from 2°C to 3°C, as shown in Table 5. This error may have been due to 
the wind tunnel wall temperature as it had a role in the cooling rate of the cylinder. Figure 5 shows 
the computed and measured average Nusselt number of different pulse frequencies. The results 
show good qualitative agreement for a wide range of pulse frequencies. The quantitative difference 
was due to the mismatch in the cooling time between the computational fluid dynamics (CFD) and 
the experiment—the CFD results were obtained after 3 min, whereas the experimental ones were 
obtained after 10 min. 
 

Table 5 
Comparison between experimental measurement and computational results 
Frequency 
(Hz) 

Temperature drop (°C) per 5 minutes Temperature drop (°C) per 10 minutes  

numerical 
simulation 

Jena and 
Gairola [42] 
and Ariffin 
and Ahmad 
[43] 

Deviation numerical 
simulation 

Jena and 
Gairola [42] 
and Ariffin 
and Ahmad 
[43] 

Deviation 

low 10.7 9.3 1.4 15.9 12.9 2.1 
High 12.4 14.5 3 18.3 21.5 3.2 

 

 
Fig. 5. Computed and measured average Nusselt number of different pulse 
frequencies 

 
3. Investigated Waves 
 

The inlet velocity was represented as a time-dependent variable to find the best strategy for the 
inlet air for cooling. Different waves were investigated (i.e., sawtooth, triangular, sine, and square 
waves) and compared with the forced convection case (i.e., the time-independent velocity). The 
independent variables of each wave were the mean velocity, wave amplitude, and frequency. These 
waves are represented in Eq. (2) to Eq. (6) and Figure 6. The square and sine waves were investigated 
with zero-mean velocity to investigate the zero-net mass flow cooling, so the mass injected in the 
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first half cycle was taken back in the other half cycle. Hence, a zero-net mass flow was realized. These 
cases are indexed hereafter as “square/sine zero-mean” waves. 
 
Steady (forced convection): 𝑉 = 𝑉mean          (2) 
 
Sine wave: 𝑉 = 𝑉mean + 𝑉amp × sin⁡(𝜔𝑡)          (3) 

 
Square wave: 𝑉 = 𝑉mean + 𝑉amp × sign(sin(𝜔𝑡))         (4) 

 
Triangular wave: 𝑉 = 𝑉mean + 𝑉amp × sin−1(sin⁡(𝜔𝑡))        (5) 

 
Sawtooth wave: 𝑉 = 𝑉mean + 𝑉amp × tan−1(tan⁡(𝜔𝑡))        (6) 

 

 
Fig. 6. Velocities of different wave types 

 
4. Results 
 

Because the inlet velocity varied with time, the wake behind the cylinder was unconventional, 
and the shedding changed its behavior dramatically. The velocities were analyzed using Fourier 
transform to determine the most energetic frequency and its corresponding energy content to 
investigate the frequencies in the domain inlet and the wakes behind the cylinder. Seven waveforms 
with the same frequency and amplitude (0.8 m/s) were investigated. The measurements were 
recorded at 10 cm from the domain inlet and 11 cm after the cylinder, which corresponded to 
upstream and downstream positions. 
 
4.1 Heat Transfer Characteristics for Different Waves 
 

The time history of the average wall temperature, shown in Figure 7, indicates how the variable 
waves affected the heat transfer over the cylinder. The cooling rate of the sawtooth wave in the first 
few seconds is slow and then increases till it surpasses the other cases. Also, it shows almost no 
oscillations with time. Meanwhile, the sine, triangular, and square waves show oscillations with time, 
whereas the zero-mean waves do not. One notable thing is that the heat dissipation rate of the sine 
wave is better than that of the square wave; however, when the mean velocity decreases to zero, 
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the square wave shows a better heat dissipation rate. Yet, all the zero-mean waves have heat 
dissipation rates less than that of the forced convection (steady) case. As mentioned earlier, heat flux 
is continuously added to the inner cylinder wall along the simulation time. The average wall 
temperatures of the cylinder after 30 s and the differences in wall temperature with respect to the 
steady case are listed in Table 6. 
 

Table 6 
Average wall temperatures for different waveforms after 30 s 
Wave type Temperature (K) Temperature difference with respect to the steady case (K) 

Steady 378.28 0.00 
Triangle 377.09 −1.19 
Square 377.49 −0.79 
Square zero mean 379.30 1.02 
Sawtooth 376.68 −1.60 
Sine 377.09 −1.19 
Sine zero mean 380.12 1.84 

 

 
Fig. 7. Time history of the average wall temperature 

 
4.2 Temperature Distribution over the Cylinder Surface  
 

Considering the temperature distribution over the cylinder surface, the forced convection shows 
two high-temperature zones centered at 90°, each one containing two peaks (see Figure 8). Figure 9 
plots the temperature distribution versus the wall angle for different time steps of one wave period 
ζ. This temperature variation is about 20K. As for the sawtooth and sin waves, shown in Figure 9 and 
Figure 10, there were two high-temperature peaks at 145° and 330°. The temperature ranges were 
0.5K and 1.5K for the sawtooth and sine waves, respectively. For all the above mentioned cases, the 
temperature range may have changed slightly with time, but the qualitative temperature distribution 
was time independent. 
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Fig. 8. Temperature distribution over the cylinder surface for forced convection at different time 
steps 

 

 
Fig. 9. Temperature distribution over the cylinder surface for the sawtooth waveform at different 
time steps 

 

 
Fig. 10. Temperature distribution over the cylinder surface for the sine waveform at different 
time steps 
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For the square and triangular waves, the temperature distribution changed drastically with time. 
The distribution initially shows two high-temperature zones. Then, the peaks increased in amplitude 
and then developed into two-headed peaks, as in the steady case. Later, these two-headed peaks 
spread and became cooler and finally collapsed into two one-headed zones. These peaks are 
centered at 95° and 275°. The temperature range was 25K for both waves, as shown in Figure 11 and 
Figure 12. 
 

 
Fig. 11. Temperature distribution over the cylinder surface for the square waveform at different time 
steps 

 

 
Fig. 12. Temperature distribution over the cylinder surface for the triangular waveform at different 
time steps 
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its amplitude and spread in both circumferential directions. Then the temperatures gradually 
increased around the new loci, keeping the centers as low-temperature peaks. Notably, for the 
distributions centered at 90° and 270°, the average temperature was higher than those of the other 
distributions. The same qualitative behavior can be observed for the sine wave with zero-mean 
velocity, shown in Figure 14, except for the peak shape. In this case, the two-headed peak is not 
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symmetric as one head is more amplified than the other. The temperature ranges were 25k and 20K 
for the zero-mean square and zero-mean sine waves, respectively. 
 

 
Fig. 13. Temperature distribution over the cylinder surface for the zero-mean square waveform at 
different time steps 

 

 
Fig. 14. Temperature distribution over the cylinder surface for the zero-mean sine waveform at 
different time steps 

 
4.3 Wake Analysis for Different Waves 
 

For the steady flow, there were no frequencies upstream, while there was an extremely weak 
one downstream at a value of 0.43 Hz. The velocity contour was constant over time, as shown in 
Figure 15. Hence, vortex shedding was not captured here. Physically speaking, the interference 
between the wind tunnel walls and the cylinder prevented the formation of the shedding. After 
enlarging the distance between the wall and the cylinder, the shedding appeared. 
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Fig. 15. Velocity field for the steady case 

 
In the case when the inlet velocity changed according to the sawtooth function (Eq. (6)), the 

maximum amplified frequency was 3.03 Hz, with a power density of 4.83 m2/s. This corresponds to 
the first harmonic of the input frequency. Besides, the primary and second harmonic frequencies 
appeared as well but with very low strength. Downstream, the most amplified frequency was also 
3.03 Hz, but its amplitude was seven times less. The harmonics almost vanished both upstream and 
downstream. By investigating the velocity field, it is observed that when the inlet velocity increased, 
the cylinder formed an unsymmetrical wake like the vortex shedding behind a cylinder. As the 
velocity decreased, the same flow pattern was conserved, as shown in Figure 16. 
 

  
(a) (b) 

  
(c) (d) 

Fig. 16. Velocity field for the sawtooth wave at different time steps; (a) ζ/4, (b) ζ/2, (c) 3ζ/4, (d) ζ 
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For the triangular-wave inlet flow, the maximum amplified frequency was 1.50 Hz, matching the 
primary wave frequency. The power density of 8.77 m2/s was reached, which was twice that of the 
sawtooth case. Downstream, the same frequency was excited, but its power density was 3.04 m2/s. 
This means that the wake here is stronger compared with that of the sawtooth. The first and second 
harmonics existed upstream, whereas only the first harmonic appeared downstream, with a very 
small value also. The wakes here were symmetric and did not show shedding. As shown in Figure 17, 
the wave length was inversely proportional to the inlet velocity. When the inlet velocity decreased, 
the wake looked like a convergent–divergent wake. 
 

  
(a) (b) 

  
(c) (d) 

Fig. 17. Velocity field for the triangular wave at different time steps; (a) ζ/4, (b) 2ζ/4, (c) 3ζ/4, (d) ζ 

 
Considering sine wave-inlet velocity, the most amplified frequency in the domain inlet was 

1.50 Hz, with a power density of 8.97 m2/s, which was the highest among all other cases. 
Downstream, the fundamental frequency was also the most excited one, with a power density of 
3.14 m2/s, which is three times less compared with the upstream one. The harmonics existed in the 
upstream position with a rather small amplitude but vanished downstream. The wake properties 
behind the cylinder showed the same characteristics as those for the triangular wave, but the wake 
was relatively longer, as shown in Figure 18. Also, a larger convergent–divergent wake form appeared 
when the inlet speed decreased. 
 



CFD Letters 

Volume 15, Issue 9 (2023) 56-82 

71 
 

  
(a) (b) 

  
(c) (d) 

Fig. 18. Velocity field for the sine wave at different time steps; (a) ζ/4, (b) ζ/2, (c) 3ζ/4, (d) ζ 

 
For the same sine wave but setting the mean velocity to zero, the most active frequency jumped 

to the first harmonic with a power density of 2.57 m2/s, which was four times less compared with the 
non-zero-mean sine wave. Meanwhile, downstream of the cylinder, the power spectral density 
decreased to 1.54 m2/s, which was only half that of the non-zero-mean sine wave. Besides, although 
the other harmonics were weaker, they were relative relatively more important with respect to the 
other sine case. The wakes in this case were also symmetric but shorter. Also, once they appeared 
behind the cylinder, the airflow reversed its direction; hence, a wake was formed in front of the 
cylinder with the same characteristics, as shown in Figure 19. 
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(a) (b) 

Fig. 19. Velocity field for the zero-mean sine wave at different time steps; (a) ζ/2, (b) ζ 

 
For the square-wave inlet flow, the maximum amplified frequency was the fundamental one, with 

a power density of 7.70 m2/s. Downstream, the same frequency was excited, but its power density 
was 3.44 m2/s, which was the highest among all investigated cases. This means that this wave created 
the most energetic conditions for the wake. The first and second harmonics existed both upstream 
and downstream. Here the velocity changed suddenly from high to low values. Hence, the wakes 
started to develop behind the cylinder and grew. The sudden change in the inlet speed made the 
wake separate and increased the vorticity all over the domain, as shown in Figure 20. 
 

  
(a) (b) 

Fig. 20. Velocity field for the square wave at different time steps; (a) ζ/2, (b) ζ 

 
By decreasing the mean velocity to zero, the most amplified frequency jumped to be the first 

harmonic one, with a slightly less power density of 7.42 m2/s. Downstream, the power density 
reached 0.46 m2/s, which was relatively too small. Contradicting the zero-mean sine wave, the 
fundamental frequency in the case of the zero-mean square wave was more energetic than the 
second harmonic. The wakes here were like those for the sine zero-mean wave but had more time 
to develop. Consequently, when the flow reversed its direction, the wake breakdown was more 
chaotic and a slight dissimilarity appears, as shown in Figure 21. 
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(a) (b) 

  
(c) (d) 

Fig. 21. Velocity field for the zero-mean square wave at different time steps; (a) ζ/4, (b) ζ/2, (c) 3ζ/4, (d) ζ 

 
Hence, one can conclude that the advection speed had a key role in the most energetic frequency 

in the case where the inlet air was unsteady. That is, it shifted the most energetic frequency from the 
fundamental to the first harmonic one and reduced the energy content in the cylinder wake. The 
results are shown in Figure 22 and summarized in Table 7. 
 

Table 7 
Frequency analysis of the velocity domain inlet and downstream of the cylinder for the investigated 
waves 
Wave type Upstream Downstream 

Frequency (Hz) Power spectral density Frequency (Hz) Power spectral density 

Steady — — 0.432878 0.000736 
Sawtooth 3.030144 4.834027 3.030144 0.650923 
Triangle 1.498423 8.772278 1.498423 3.042085 
Sine 1.498423 8.978565 1.498423 3.144493 
Sine zero mean 3.030144 2.566781 3.030144 1.54088 
Square 1.498423 7.696311 1.498423 3.441833 
Square zero mean 3.030144 7.428604 6.060287 0.461602 
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(g) (h) 

Fig. 22. Velocity in the domain inlet and downstream of the cylinder in the frequency domain for the (a) 
sawtooth, (b) triangular, (c) sine, (d) sine zero-mean, (e) square, and (f) square zero-mean waves and all 
results combined at the g) upstream and h) downstream positions 

 
4.4 Optimization Results 
 

Different waves were investigated to determine their effects on wall cooling. Optimization was 
conducted for each wave type to find the optimum wave frequency and amplitude. The investigated 
waves were sawtooth, triangular, sine, and square waves, with a mean velocity of 1 m/s and variable 
amplitude and frequency. The amplitude varied from 0.2 to 0.8 m/s, whereas the frequency varied 
from 2 to 12 Hz. Sine and square waves with zero mean were also considered. 

The most efficient wave was the sawtooth wave, followed by the triangular wave, where the 
reductions in the wall temperature (cooling benefit) were 3.15% and 2.40% lower than that of the 
steady case, respectively. The worst wave was the sine wave with zero mean velocity, where the wall 
temperature was 1.68% higher than that in the steady case. The temperatures of the different 
optimum cases are listed in Table 8 and Figure 23. 
 

Table 8 
Optimum wave frequencies and amplitudes for different waveforms 
Wave type Amplitude Frequency Temp (K) Temp difference (K) Cooling benefit 

Steady 0 0 378.951 0.00 0.00% 
Sawtooth 0.9 11.72376 367.005 −11.95 3.15% 
Triangle 0.9 12 369.853 −9.10 2.40% 
Sine 0.9 12 370.698 −8.25 2.18% 
Square 0.466242 9.574485 372.193 −6.76 1.78% 
Square zero 
mean 

0.466242 9.574485 372.193 −6.76 1.78% 

Sine zero mean 0.9 2 385.299 6.35 −1.68% 
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Fig. 23. Optimum temperatures for different waves measured after 3 min 

 
The mass flow inlet to the domain was one of the main parameters that affected the cooling 

process. The basic hypothesis is that cooling is directly proportional to the mass flow. Hence, one 
must quantify the total air mass entering the domain and correlate it with the wall temperature 
reduction to examine this hypothesis. Thus, the mass flow rate was integrated for different waves 
for ¼, ½, and full cycles, and the results are listed in Table 9. The integration was done using the 
trapezoidal rule, and the time step used was 0.1 s. It was found that for the ¼ cycle, the triangular 
wave had the maximum total mass flow, followed by the sawtooth wave. However, for one complete 
cycle, the sawtooth wave surpassed the triangular wave because of the initial phase shift. Meanwhile, 
the sine zero-mean wave had the minimum total mass flow. 
 

Table 9 
Mass flow integration for different wave types 
Wave type After 1/4 cycle After 1/2 cycle After 1 cycle 

Steady 1.6 3.3 6.3 
Sine 2.114171 4.292912 6.300071 
Sine zero mean 0.514171 0.992912 7.06E−05 
Square 2.375 4.775 6.325 
Square 0 mean 0.775 1.475 0.0025 
Triangular 2.23854 4.526394 6.29958 
Sawtooth 2.16146 3.273606 6.326483 

 
Returning to the hypothesis mentioned earlier, Figure 24 shows that as the total mass flow 

integral for the ¼ cycle increased, the wall temperature decreased. These results were under the 
optimum conditions for each wave type individually. Note that the temperature axis (right) is flipped 
for ease of interpretation. 
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Fig. 24. Total mass inlet and wall temperature for different wave types under 
optimum conditions 

 
Hence, the correlation between the total mass inlet and wall cooling was obtained using the 

Pearson correlation coefficient. The correlation coefficient is a statistical measure of the strength of 
the relationship between the relative movements of two variables, say X and Y [51]. 
 

𝑟 =
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)
𝑛
𝑖

√∑ (𝑥𝑖−𝑥̅)
2𝑛

𝑖 ∑ (𝑦𝑖−𝑦̅)
2𝑛

𝑖

            (7) 

 
where r is the correlation coefficient, the variables with the subscript i are the values of such set, and 
the letters with overhead bars are the means of the values of such set. The values ranged between 
−1.0 and 1.0, where ±1.0 shows a perfect positive/negative correlation, whereas 0.0 shows no linear 
relationship between the two variables. The correlation coefficient, based on the mass flow of the ¼ 
cycle, was found to be −0.73. Hence, a good correlation was found between the total mass flow and 
the wall mean temperature. Thus, the hypothesis is acceptable. Also, this value became −0.55 when 
a complete cycle was used because of the inclusion of the negative part of the wave; hence, the 
integration only represents the mean mass flow. 
 
5. Regression Modeling 
 
In the general multiple regression model, there are pp independent variables: 
 
𝑦𝑖 = 𝐵0 + 𝐵𝑗𝑥𝑖𝑗 + 𝜖𝑖⁡𝑓𝑜𝑟⁡𝑖 = 1,2, … , 𝑝          (8) 

 
where 𝑦𝑖𝑦𝑖 represents the observations, xx are the independent variables, BB is the regression 
intercept. and ϵϵ is the error. For ease of processing, this equation can be written in matrix form as 
 
𝑌 = 𝑿𝐵 + 𝜖              (9) 
 

The least squares parameter estimates were obtained from pp normal equations. The residual 
can be written as 
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𝜖𝑖 = 𝑦𝑖 − 𝐵𝑖̂𝑥𝑖𝑗                       (10) 

 
In matrix notation, the normal equations are written as 
 

(𝑋𝑇𝑋)𝐵̂ = 𝑋𝑇𝑌                       (11) 
 
Hence, the regression intercept vector can be calculated from 
 

𝐵̂ = (𝑋𝑇𝑋)−1𝑋𝑇𝑌                       (12) 
 

The coefficient of determination (R2) must be calculated to quantify the accuracy of the 
regression model. R2 is a statistical measure in a regression model that determines the proportion of 
variance in the dependent variable that can be explained by the independent variable. In other 
words, R2 shows how well the data fit the regression model. It is calculated from 
 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦𝑖̂)

2𝑛
𝑖

∑ (𝑦𝑖−𝑦̅)
2𝑛

𝑖

                       (13) 

 
where 𝑦𝑖 is the actual observation value,⁡𝑦𝑖̂ is the fitted value, and 𝑦̅ is the mean value of the 
observations. 

As one adds more variables to the model, the R2 value of the new bigger model will always be 
greater than that of the smaller subset. This occurs because all the variables in the original model 
present their contribution to explain the dependent variable. Therefore, whatever new variable is 
added, it can only add to the variation that was already explained. Hence, the adjusted R2 value 
comes to help. Adj-R2 penalizes the total value for the number of terms in the model. Therefore, 
when comparing nested models, it is a good practice to look at the adj-R2 value over R2. 
 

𝑅adj
2 = 1 − (

(1−𝑅2)(𝑛−1)

𝑛−𝑞
)                      (14) 

 
where n is the number of observations and q is the number of coefficients in the model. 

Given the average wall temperatures for the different wave amplitudes, frequencies, and wave 
types, a regression model was used to estimate their contribution to wall cooling. The model 
equation used is the following: 
 
Temp = 𝐴 + 𝐵 ∗ Amplitude + 𝐶 ∗ Frequency + 𝐷 ∗ Amplitude ∗ Frequency               (15) 
 

The results of the coefficients for the different wave types are listed in Table 10. It is shown that 
all waves can be fitted well in the model equation except for the square wave, where their R2 values 
are much less than 1. The most accurate fitting is that for the sine wave with zero mean, followed by 
that of the sawtooth wave. The wave frequency was found to slightly affect the cooling process, 
whereas the wave amplitude had a greater influence. Cooling was directly proportional to the 
amplitude in the sawtooth wave and sine wave with zero mean and slightly inversely proportional to 
the other waves. Meanwhile, the frequency was directly proportional to cooling for all types of waves 
except for both sine waves. Also, cooling was directly proportional to the multiplication of the wave 
amplitude and frequency, except for the sine wave with zero mean. 
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Table 10 
Values of the coefficients of the regression model for different waveforms 
Wave type Coefficient A Coefficient B Coefficient C Coefficient D R2 

Sawtooth 380.96 −13.419 −0.0665 −0.12 0.9867 
Triangular 378.729 0.508 −0.1604 −0.7011 0.9757 
Sine 377.843 2.739 0.0124 −0.928 0.92 
Sine zero mean 399.708 −17.152 0.0187 0.276 0.9877 
Square 377.9299 1.9112 −0.1886 −0.542 0.4374 
Square zero mean 377.092 3.898 −0.0828 −0.881 0.3743 

 
6. Conclusions 
 

Pulsating flow over a heated cylinder was investigated for seven different inlet velocity 
waveforms: steady, triangular, sawtooth, steady, sine, and square waves. The last two waves were 
investigated for two different mean velocities. The wave frequency varied from 2 to 12 Hz, and the 
amplitude varied from 0.2 to 0.8 m/s. 

For constant wave frequency and amplitude, the most efficient wave in cooling was the sawtooth 
wave, where the average wall temperature after 30 s was 1.6K cooler than that of the forced 
convection case, followed by the triangular wave at 1.2K less. Moreover, for zero-mean mass flow 
rate waves, the square wave had better cooling performance than that of the sine wave. 

After optimizing the frequency and amplitude for the different waves, the most efficient wave 
was found to be the sawtooth once again, with a temperature reduction of 12°C compared with that 
of the forced convection case, followed by the triangular case at 9°C less. This was because the 
sawtooth wave had a higher total mass flow per wave. Considering the zero-mean mass flow rate 
waves, the square wave again showed a better cooling performance than that of the sine wave. 

By analyzing the waves at different frequencies and amplitudes, it was found that the wave 
amplitude had a greater role in cooling than that of the frequency. Also, the cooling was influenced 
by the first-order interaction between wave amplitude and frequency. The wave frequency was 
directly proportional to cooling for all types of waves except for the sine waves, whereas the relation 
between the wave amplitude and cooling depended on the wave type. 
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