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Any scalar concentration discharging to the sea through a freshwater release is a 
thermodynamic two-phase flow including different densities and different 
temperatures. Because of Reynolds similarity, physical models are not feasible to use 
and numerical models such as CFD-RANS are the solutions. A series of numerical 
experiments have been conducted to derive an empirical formula that determines the 
length of the 95% scalar concentration reduction, useful for primary and emergency 
engineering-environmental decisions. Results show that the scalar concentration 
intrusion length is a function of seawater density-temperature, freshwater density-
temperature, sea current Froude number, effluent jet Froude number, and the scalar 
concentration in which among those, the sea current Froude number has the most 
effective role in which as an example of the lowest and highest tested sea current 
velocities, an effluent discharge of 0.052 m3/s with a concentration of 1 Kg/m3 and 
effluent jet velocity 0.245 m/s in 3.2 meters from the effluent source reaches to the 
95% scalar concentration reduction when there is a high-velocity sea current (0.5 m/s) 
while in the presence of a low-velocity sea current (0.05 m/s), the same effluent 
discharge with the same scalar concentration and the same effluent jet velocity, the 
length of the 95% scalar concentration reduction increase to 42.8 meters from the 
effluent source.  
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1. Introduction 
 

When sewage is discharged into the sea, the kinetic energy of the jet is dissipated in its 
surrounding seawater, and due to the interaction of the turbulence of the discharged jet and the 
natural turbulence in the ocean, the discharged sewage will lose its primary concentration in which 
after the initial jet-mixing, the sewage flows gently with the ocean as if it was part of it [1]. Among 
others, Chow et al., [2], Kim et al., [3], Bricker, et al., [4], Zhao, et al., [5], Inan, et al., [6], Wang et al., 
[7], Ho et al., [8], Panseriya et al., [9], and Santavy et al., [10] gave important contributions to 
investigate the marine outfall sewage effluent dispersion phenomenon. 

A literature review resulted in a limited number of scientific contributions on surface marine 
sewage effluent diffusion. Brooks [11] analyzed the lateral mixing of a sewage field in an ocean 
current taking into account the increasing eddy diffusivity as the field spreads. He derived the exact 
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solution of the partial differential equation balancing diffusion-advection, and mortality of coliform 
bacteria, in which the concentration was a function of the position in the horizontal plane 
downstream of the ideal line source. He presented three expressions for the rate of spread of a 
sewage field and for concentrations along the centreline of the field downstream of the source 
without presenting any explicit equations to determine the maximum length of the 95% scalar 
concentration reduction. 

Bennett [12] conducting a series of field measurements showed that the fundamental 
mechanisms governing dilution in a sea current have a different effect from those conditions set up 
and measured in a laboratory under still water conditions. He found an additional diluting effect 
coming from the complex influence of the sea current on the emerging sewage plume. He proposed 
a formula for general application in comparable non-stratified moving water environments with the 
lack of presenting an expression for the length of the maximum dilution. Sharp [13] showed that 
consideration of ocean outfalls should be dealt with on an individual basis, taking into account the 
effluent and receiving water conditions. The effect of the sea-current condition has been highlighted 
by Caine [14]; he showed that the nature of the receiving water will dictate the extent of treatment, 
combined with the outfall location, that is necessary to achieve a sustainable system. 

Matos et al., [15] conducted a mathematical model for the “Costa do Estoril” outfall system and 
by means of the results from the mathematical model along with the field observations showed that 
the complexity of discharged sewage dilution derives from the fact that the sea currents are usually 
neither steady nor uniform and the plumes from two different diffusers may merge together, 
depending on the wastewater flow and density profiles. 

Montaño-Ley et al., [16] applied a vertically integrated semi-implicit, non-linear, finite difference 
model, to investigate the Urias Coastal Lagoon (UCL) hydrodynamics and pollutant dispersion 
focusing on the effect of the current velocity during ebb tide on the pollutant diffusion. Their 
numerical simulation of pollutant dispersion indicates that differentially higher ebb velocities have 
the effect of flushing pollutants. 

Marques et al., [17] developed a new algorithm for applying horizontal eddy diffusion within the 
surface boundary layer of general vertical coordinate system ocean models; using re-
gridding/remapping techniques to represent tracer profiles in a geopotential vertical coordinate, 
where horizontal fluxes are easily calculated and then remapped back to the native grid.  

The closest contribution to the current study was from Kim and Cho [18] that calibrated a CFD-
RANS model (Flow-3D) and verified the accuracy of the numerical results using the hydraulic 
experimental data adapted from McGurik and Rodi [19]. They numerically studied the buoyant flow 
and mixing characteristics of heated water discharged from the surface and submerged side outfalls 
in shallow and deep water considering the effect of the sewage jet Froude numbers and the sea 
current Froude numbers. They showed that in shallow water, the submerged discharge has a higher 
minimum dilution than the surface discharge because of the more active initial mixing. They did not 
present any expression to determine the length of the maximum dilution. 

As it appears from the literature review, in the previous studies, there is a gap in presenting an 
empirical formula to predict the scalar intrusion length inside the sea at surface marine discharges. 
Because of Reynolds similarity, making a laboratory experimental study is not feasible and numerical 
models such as CFD-RANS are the solutions. The current study aims to present an explicit formula to 
determine the length of the 95% scalar concentration reduction using the results from a series of 
numerical experiments. In particular, the interaction of sewage discharge and the sea current has 
been investigated. The procedure described herein is not applicable to tidal estuaries because they 
are limited in lateral extent and it needs to determine the longitudinal scalar intrusion length 
accompanying tidal motions and river flow. 
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2. Methodology  
2.1 Numerical Modeling 

 
The numerical modeling of a marine drain usually includes the analysis of hydrodynamic and 

water quality components. Hydrodynamic models are based on the principles of conservation of 
mass and momentum while water quality models are based on considerations relating to the mass 
of contaminants or tracers discharged. Hydrodynamic models are generally based on a fixed mesh in 
space (i.e., an Eulerian formulation) and produce the depth and velocity fields as an output. Water 
quality models require the velocity field as an input and their formulation can be based on the same 
mesh as the hydrodynamic model [20]. 

Another formulation is the Lagrangian formulation, where parcels of contaminant or tracer can 
be tracked while the velocity field transports and disperses them. The results of an Eulerian 
formulation produce the contaminant concentrations on the fixed network, while the Lagrangian 
formulation provides the number of contaminating particles contained in each volume of fluid 
delimited by mesh points or nodes: this enumeration can then be converted into contaminant 
concentration [20]. The numerical model to study the effluent dilution usually is composed of an 
appropriate turbulent model and a 3-D advection–diffusion model, specifically for coastal areas with 
important effects of wave stirring included [20]. 

 
2.2 CFD Model 

 
Flow-3D from Flow Science Inc. is a readily-available, state-of-the-art CFD model which is used to 

define the quantities concerning fluid dynamics and tracking of the free surface, based on the 
Reynolds Averaged Navier-Stokes (RANS) equations, together with methods for defining turbulent 
stresses [21]. Flow-3D is widely used in industry i.e. BMW Group [22] and recently, has been 
employed to study the wave-induced pore pressure distribution inside the breakwater core by 
Vanneste and Troch [23], and Kurdistani et al., [24, 25]. 

 
2.3 Reynolds Averaging and VOF Approach 

 
All the calculations in the current study are based on the Reynolds-Averaged Navier-Stokes 

(RANS) approach [26]. Due to creating a numerical mesh using a VOF-RANS model for free surface 
tracking without investing time to create a new code, Flow-3D hydrodynamic model from Flow 
Science Inc. has been employed. The volume-of-fluid (VOF) approach [27, 28] presents the fraction F 
of the cell filled with fluid as F = 0 outside the fluid domain, F = 1 within the interior of the fluid, and 
0 < F < 1 for cells that are cut by a boundary. The general mass continuity equation using the fluid 
fraction can be written as: 

 
𝜕𝐹

𝜕𝑡
+

𝜕𝐹𝑢𝑖

𝜕𝑥𝑖
= 0                                         (1) 

 
where the computational cells are indexed consecutively by three indices: i = 1 in the x-direction, 

i = 2 in the y-direction and i = 3 in the z-direction. Application of Eq. (1) over a computational cell, the 
changes in F in a cell reduce fluxes of F across the cell faces. The employed VOF method uses a type 
of donor-acceptor flux approximation δF downstream and upstream of a flux boundary that 
establishes an interface shape to use in computing the flux (see Hirt and Nichols [26] for more details 
on VOF).  
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A turbulent flow can be expressed by the instantaneous velocity ui as the sum of a mean Ui = 

√𝑢2 + 𝑣2 +𝑤2, and a fluctuating part ui', as follows: 
 

𝑢𝑖 = 𝑈𝑖 + 𝑢𝑖
′                                         (2) 

 
Therefore, the Reynolds averaged equations of motion in conservation form are presented as 
follows: 
 
𝜕𝑈𝑖

𝜕𝑥𝑖
= 0                                        (3) 

 

𝜌
𝜕𝑈𝑖

𝜕𝑡
+ 𝜌𝑈𝑗

𝜕𝑈𝑖

𝜕𝑥𝑖
=

−𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑖
(2𝜇𝑆𝑗𝑖 − 𝜌𝑢𝑗

′𝑢𝑖
′)                              (4) 

 
where ui and xi are velocity and position, t is time, p is pressure, ρ is water density, µ is the dynamic 
viscosity, and noting that Sji = Sij is the strain-rate tensor defined by: 
 

𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
)                                         (5) 

 

The value of −𝜌𝑢𝑗
′𝑢𝑖

′ is the Reynolds-stress tensor and we denote it by ρ τij, while τij is the specific 

Reynolds stress tensor given by: 
 

𝜏𝑖𝑗 = −𝜌𝑢𝑗
′𝑢𝑖

′                                         (6) 

 
where τij = τji. 

   
2.4 Turbulence Models 

 
Among the best-known turbulence models, there is the k-ε model [29], which is defined by a pair 

of transport equations for the turbulent kinetic energy k, and its dissipation ε. Over the years, this 
model has made it possible to approximate significant types of flows, although it is necessary to 
modify the dimensionless parameters. The k-ω model [30, 31] which is the most suitable for modeling 
free surface flows with streamwise pressure gradients like spreading jets, wakes, and plumes which 
are confirmed by Vanneste and Troch [23], Kurdistani et al., [25], and Devolder et al., [32] as well. A 
definitely cutting-edge model is the Re-Normalization-Group model (RNG) presented by Yakhot and 
Orszag [30] which is an appropriate model for estimating the transport coefficients in the advection 
of a passive scalar by incompressible turbulence. Overall, it can be said that the RNG method is more 
suitable for describing turbulent flows at reduced speed.  

For the present study, a split Lagrangian advection method is used together with the RNG 
turbulence model (see Yakhot and Orszag [33]). The latter consists of four phases: 

 
i. Rough fluid interface in a cell with a flat surface; 

ii. Displacement of the fluid volume according to the local velocity range; 
iii. Calculation of the new fluid fraction values in the cells using an overlay procedure. 
iv. The sea condition consists of a constant current without considering the tidal effects 
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2.5 Advection Model 
 
This section describes a model for the advection of the substances in fluids and tracking the 

solute. The dissolution of substances increases the density of the fluid and thus may affect the flow. 
The model accounts for the basic physical phenomena, such as mass transfer at the interface 
between solid and fluid, diffusion and convection of the dissolved solute in fluid, and, finally, the 
change in fluid density, viscosity, and surface tension coefficient [34, 35]. 
 
In Cartesian coordinates the advection operator is: 

 

𝑢. 𝛻 = 𝑢𝑥
𝜕

𝜕𝑥
+ 𝑢𝑦

𝜕

𝜕𝑦
+ 𝑢𝑧

𝜕

𝜕𝑧
                         (7) 

    
Where u = (ux, uy, uz) is the velocity field and 𝛻 is the nabla operator. The amount of dissolved 

solute in a fluid is represented by its mass concentration C. The transport equation for C is: 
 

𝜕𝐶

𝜕𝑡
= (𝑢. 𝛻)𝐶                                                   (8) 

 
The fluid mixture density ρ is assumed to be a linear function of concentration [36, 37]: 

 
ρ = ρ0 + α C                                   (9) 

 
Where ρ0 is the density of pure liquid and α is a constant obtained experimentally. Accordingly, 

the fluid volume varies with the concentration, also linearly: 
 

V = V0 [1 + (1 - α)(C/ ρ0)]                                              (10) 
 
The mixture density coefficient α may take values in the range between 1 – (ρs/ ρ0) for 

substitutional solutes (ρs is the substance density), when the solvent molecules are completely 
displaced by the larger molecules of the solute, and α =1 for interstitial solutes, when the smaller 
solute molecules fit perfectly in the spaces between the molecules of the solvent. It has to be noted 
that there is no change to the mixture volume upon dissolution when α = 1. This assumption can also 
be used as a simplification of the model if: 

 
i. The velocity of the interface controlled by the dissolution rate is small compared to the 

average fluid velocity; 
ii. The solute concentrations are small compared to fluid density. 

iii. These assumptions are considered for the current study and α = 1. 
 

2.6 Dimensional Analysis 
 
Diffusion of the surface marine sewage effluent is a complex phenomenon and the mixing length 

scale can be thought of as a characteristic eddy size since such scales are different for each effluent 
flow and sea conditions, this phenomenon includes turbulence models that do not provide a length 
scale, and are incomplete (Wilcox [30]; Kurdistani et al., [25]). To this end, we must know well 
something more about the effluent flow characteristics and sea conditions, than initial and boundary 
conditions, in advance in order to obtain a solution. Self-similarity which means reproducing itself on 
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different time and space scales is the right solution to reduce a problem in the mathematical physics 
of a phenomenon that generally leads to a power-law relationship confirmed in previous studies by 
several authors [38-42].  

Generally, a power-law form of a function f(x) appears in mathematical modeling of various 
phenomena in engineering in the form of f(x) = a x1

b x2
c … xn

z, where a, b, c, and z are constants. Self-
similar solutions always limit problems in which the governing variables are either equal to zero or 
infinity. According to Tomasicchio et al., [43], Tomasicchio and Kurdistani [44], and Kurdistani et al., 
[45], significant importance is the analysis of incomplete self-similarity in fluid dynamics, for which 
solving a complete mathematical formulation of the problem is very difficult and sometimes 
impossible; therefore, the comparison of similarity laws with experimental or numerical data 
extremely depends on estimating the character of the self-similarity. A dimensional analysis has been 
conducted by using the Buckingham π-theorem [38, 46], in which it is assumed that the main 
parameters to determine the maximum intrusion length LX are: 

 
f (ρ, ρsea, C, Usea, g, Ujet, LX, h) = 0                                                     (11) 

 
where f = functional symbol; h = water depth; ρsea = sea saltwater density; ρ = effluent water 

density; g = gravitational acceleration; C = effluent concentration; Ujet = effluent jet velocity; Usea = 
sea current velocity; LX = maximum intrusion length. According to the Buckingham π-theorem [24, 
32], Eq. (11) can be expressed by the following non-dimensional parameters: 

 
Π 1= f (Π2, Π3, Π4, Π5)                                                        (12) 

 
The objective variable LX has been normalized dividing by the total water depth h as the first non-
dimensional parameter: 
 
Π 1= LX /h                                                                   (13) 
 
Following the Buckingham theorem, the next four dimensionless parameters were obtained: 
 
Π 2= ρsea / ρ                                                                     (14) 
 
Π 3= C / ρ                                                                   (15) 
 
Π 4= usea / (gh)0.5  = Frsea          (sea current Froude number)                                   (16) 
 
Π 5= ujet / (gh)0.5  = Frjet       (effluent jet Froude number)                                           (17) 
 
Therefore: 
 
𝐿𝑋

ℎ
= 𝜑 (

𝜌𝑠𝑒𝑎

𝜌
,
𝐶

𝜌
, 𝐹𝑟𝑠𝑒𝑎, 𝐹𝑟𝑗𝑒𝑡)                                                          (18) 

 
Finally, Eq. 18 can be shown in a power-law expression as follows: 
 
𝐿𝑋

ℎ
= 𝑎 (

𝜌𝑠𝑒𝑎

𝜌
)
𝑏

(
𝐶

𝜌
)
𝑐
(1 + 𝐹𝑟𝑠𝑒𝑎)

𝑑(1 + 𝐹𝑟𝑗𝑒𝑡)
𝑒
                                       (19) 
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where a, b, c, d, and e are constants to be obtained experimentally. 
 
2.7 Case Study for CFD Model 

 
The coastal zone of Nardò in the Apulia region in the south of Italy includes a sea with crystalline 

nuances with shallow and transparent waters suitable for snorkeling, that varies between white 
sandy beaches, limestone esplanades, rock spurs, and ravines. This beautiful coast which is almost 
an all-season touristic coast has been considered as a protected marine natural area since 1997 to 
protect the precious natural heritage of the area. One of the most important issues to be considered 
in this matter is the wastewater discharge into the sea. 

Although the discharged wastewater is already purified, always there is high environmental 
attention regarding this marine sewage because the protected marine area is only about 130 meters 
north of the effluent outlet. Therefore, the surface effluent of the purifier of the city Nardò has been 
selected as the case study for the numerical simulations (Figure 1). This purifier discharges 4500 
m3/day = 0.052 m3/s and in the future because of the population growth will increase to 5000 m3/day 
= 0.058 m3/s. Therefore, for the experimental setup, these two effluent discharges have been 
considered plus an extreme effluent discharge Q = 0.1 m3/s. These values of the wastewater 
discharge help to understand the effect of the quantity of the discharged wastewater when there is 
a small increase and when there is an extreme increase. 
 

 
Fig. 1. The surface effluent of Nardò in the south of Italy 

 

As it has been explained in dimensional analysis, the sea condition includes a constant current in 
no-tidal conditions. Therefore, a 3D Cartesian mesh has been prepared in the same geographic 
coordinates of the surface effluent of Nardò in the south of Italy (Figure 2). As it appears, any cell of 
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the calculation mesh has dimensions Δx = 2 m, Δy = 2.5 m, and Δz = 0.5 m that creates a mesh with a 
sum of 96000 cells. The position of the effluent on the real bathymetry (0.5 m × 0.5 m) inside the 
numerical mesh has been shown in Figure 3. 
 

 
Fig. 2. Numerical mesh in UTM-WGS 84 system 

 

 
Fig. 3. The position of the effluent on the real bathymetry (0.5 m × 0.5 m) inside the numerical mesh in 
UTM-WGS 84 system 
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3. Results  
3.1 Stability of the CFD Model 

 
It is very important to have a stable numerical model before starting the diffusion of the effluent. 

Hence, the accuracy of the CFD model at the boundaries has been investigated. As it appears in Figure 
3, the constant current velocity as the input boundary at the zero point of the y-axis and an outflow 
along with a constant water depth h = 10 m at the higher point of the y-axis are presented as the 
boundary condition to simulate a constant sea current along the coast in the y direction. The initial 
condition consists of a constant zero sea water level in no-tidal conditions.  

The first parameter to be controlled is the current velocity at the upstream boundary of the 
calculation mesh. For this test, Usea = 0.2 m/s in the y-axis direction has been used to see the model 
accuracy. Figure 4 shows the variation of the sea surface current velocity with respect to the constant 
velocity 0.2 m/s after 6 minutes of simulation in which the values of x of the UTM coordinates 
represent the z-y face of the mesh at y = 4452281, perpendicular to the current direction in the y-
axis.  The root means square error shows the 5.47% of deviation from the constant velocity of 0.2 
m/s which is the result of the turbulent flow.  

 

 
Fig. 4. The velocity variations at the upper boundary of the numerical mesh after 6 minutes of 
simulation (x coordinates are in UTM-WGS 84 system) 

 

To show the stability of the CFD model, the velocity variations at the upper boundary of the 
numerical mesh after 60 minutes of simulation are shown in Figure 5 showing the effect of turbulent 
flow and 4.79% deviation from the constant velocity of 0.2 m/s. 
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Fig. 5. The velocity variations at the upper boundary of the numerical mesh after 60 minutes of 
simulation (x coordinates are in UTM-WGS 84 system) 

 
The second parameter to be checked is the water depth at the lower boundary of the numerical 

mesh at a higher point of the y-axis. Figure 6 shows the water depth variations after 6 minutes of 
simulation in which the values of x coordinates represent the z-y face of the mesh at y = 4452478, 
perpendicular to the current direction in the y-axis.  The root means square error shows the 0.1% of 
deviation from the mean water depth h = 10 m. Figure 7 shows the stability of the numerical model 
presenting only a 0.3% of deviation from the mean water depth at the lower boundary of the 
numerical mesh after 60 minutes of simulation. 

 

 
Fig. 6. The water depth variations at the lower boundary of the numerical mesh 
after 6 minutes of simulation (x coordinates are in UTM-WGS 84 system) 
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Fig. 7. The water depth variations at the lower boundary of the numerical mesh 
after 60 minutes of simulation (x coordinates are in UTM-WGS 84 system) 

 

3.2 Numerical Tests 
 
To find the mathematic form of Eq. (19) it is needed to provide a big dataset conducting 

laboratory tests or field measurements in which due to the experimental setup limitations and 
expensive and time-consuming field measurement data acquisition, it has been decided to use a CFD 
model to make numerical experiments for different combinations of the parameters mentioned in 
Eq. (19) for different effluent discharges and concentrations and different sea conditions. Finally, a 
formula is proposed to predict the maximum length of the effluent intrusion that the scalar losses 
95% of its concentration. 

The effluent is discharged to the sea through a conduit in 1 m diameter with a free flow velocity 
Ujet. As it appears from Table 1, three different effluent discharges Q = 0.052, 0.058, and 0.1 m3/s 
have been considered for simulations in which in consequence Ujet = 0.245, 0.251, and 0.291 m/s. 
The sea salt-water density has been considered for two extreme conditions; winter with the highest 
density ρsea = 1033 Kg/m3, and summer with the lowest density ρsea = 1022.4 Kg/m3 [20]. Three 
different scalar concentrations have been tested C =  0.5, 1, and 2 Kg/m3. A wide range of the sea 
surface current velocity (0.01 ≤  Usea ≤ 0.5 m/s) has been tested. Both Froude numbers for the sea 
current and effluent velocity are determined for a seawater depth of h = 10 m.  

All the maximum intrusion length values (LX) presented in the last column of Table 1 are extracted 
from the results of Flow-3D simulations after 7 hours of duration. Figure 8 shows the time-evolution 
of the scalar intrusion during 7 hours of simulation (test. No. 3 of Table 1) showing clearly that the 
length of the scalar intrusion after one hour (Figure 8(a)) reaches the maximum value that the scalar 
concentration diminishes to 5% with respect to the initial concentration and practically during other 
6 hours of the simulation, there is not any significant increase in the value of the maximum intrusion 
length (LX). The counter lines are used to show better the time evolution of the scalar length intrusion.  
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Table 1 
Experimental range 

Test  Q (m3/s) ρsea (Kg/m3) C (Kg/m3) Usea  (m/s) Ujet  (m/s) Frsea Frjet W (m) LX (m) 

1 0.058 1022.4 1.0 0.010 0.251 0.0010 0.0254 6.30 46.0 

2 0.052 1022.4 0.5 0.010 0.245 0.0010 0.0248 5.30 37.4 

3 0.052 1022.4 1.0 0.050 0.245 0.0050 0.0248 6.10 42.8 

4 0.058 1022.4 1.0 0.050 0.251 0.0050 0.0254 6.00 42.8 

5 0.052 1022.4 1.0 0.500 0.245 0.0505 0.0248 0.46 3.2 

6 0.052 1022.4 1.0 0.100 0.245 0.0101 0.0248 2.50 19.3 

7 0.052 1022.4 2.0 0.500 0.245 0.0505 0.0248 0.45 3.2 

8 0.052 1022.4 2.0 0.100 0.245 0.0101 0.0248 2.97 21.4 

9 0.100 1022.4 2.0 0.500 0.291 0.0505 0.0294 1.43 10.7 

10 0.100 1022.4 2.0 0.100 0.291 0.0101 0.0294 4.90 35.3 

11 0.100 1022.4 0.5 0.100 0.291 0.0101 0.0294 4.72 34.0 

12 0.052 1022.4 0.5 0.050 0.245 0.0050 0.0248 4.70 35.3 

13 0.100 1033.0 0.5 0.100 0.291 0.0101 0.0294 4.21 29.9 

14 0.100 1033.0 2.0 0.100 0.291 0.0101 0.0294 4.01 28.9 

15 0.052 1033.0 1.0 0.100 0.245 0.0101 0.0248 2.28 17.1 

16 0.052 1033.0 1.0 0.050 0.245 0.0050 0.0248 4.35 30.0 

17 0.052 1033.0 1.0 0.020 0.245 0.0020 0.0248 4.57 32.0 

18 0.052 1022.4 1.0 0.020 0.245 0.0020 0.0248 5.05 37.4 

19 0.052 1022.4 0.5 0.020 0.245 0.0020 0.0248 4.89 34.2 

20 0.058 1022.4 1.0 0.020 0.251 0.0020 0.0254 5.64 40.6 

21 0.100 1033.0 2.0 0.050 0.291 0.0050 0.0294 4.68 34.2 

22 0.100 1022.4 1.0 0.500 0.291 0.0505 0.0294 1.55 10.7 

23 0.100 1022.4 1.0 0.100 0.291 0.0101 0.0294 4.89 33.2 

24 0.100 1022.4 1.0 0.050 0.291 0.0050 0.0294 6.39 46.0 

25 0.100 1022.4 1.0 0.010 0.291 0.0010 0.0294 7.28 54.6 

26 0.052 1022.4 1.0 0.300 0.245 0.0303 0.0248 1.71 11.8 

27 0.052 1022.4 1.0 0.200 0.245 0.0202 0.0248 2.01 13.9 
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(a) (b) 

  
(c) (d) 

Fig. 8. Time-evolution of the scalar intrusion during 7 hours of simulation (test. No. 3 of Table 1); Q = 0.058 
m3/s, ρsea = 1022.4 Kg/m3, C = 1.0 Kg/m3, Usea = 0.050 m/s, Ujet = 0.251 m/s (x and y coordinates are in 
UTM-WGS 84 system) at a) T=1 hour, b) T=2 hour, c) T=5 hour, and d) T=7 hour 

 

Figure 8 shows the protected marine zone about 130 meters north of the effluent outlet in which 
the historical observations do not show any scalar concentration arriving at the protected marine 
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zone. As it is shown in Table 1, this is approved by a set of numerical tests that in the worst case, the 
maximum length of the scalar intrusion is less than 60 meters. 

 
3.3 Validation of the CFD Model 

 
Kim and Cho [18] calibrated a CFD-RANS model (Flow-3D) to simulate the buoyant flow of surface-

heated water discharged in shallow water and verified the accuracy of the numerical results using 
the hydraulic experimental data adapted from McGurik and Rodi [19]. They defined a recirculation 
zone in the length of L and width of W that is shown in a plan view in Figure 9. 
 

Kim and Cho [13] experimentally presented the ratio Lx/W ≈ 7 to 7.5. The maximum length of the 
effluent intrusion X = 42.8 m presented in Figure 8(d) happened in a width of W = 6 m that means 
Lx/W = 7.1 which is in the range of the calibrated Flow-3D model by Kim and Cho [18] that is shown 
in Figure 10.  

 

  
Fig. 9. Plan view of the recirculation zone in a thermal 
surface side discharge 

 

Fig. 10. A close-up of the plan view 
of the recirculation zone for Exp. No. 
3 of Table 1 

 
Looking at W values presented in Table 1 depicts that for all 27 experiments, the range of Lx/W ≈ 

7 to 7.5 has been observed confirming the results from Kim and Cho [18]. This means that the CFD 
model is validated regarding the heat transfer module of the model. Therefore, the CFD model is able 
to simulate the density exchange between effluent and seawater in a stable mode. 
 
3.4 Proposed Formula 

 
A variables sensitivity test shows that the normalized scalar intrusion length LX/h is directly a 

function of Frsea showing a power form trend where increasing Frsea, decreases LX/h. Therefore, as it 
is shown in Figure 11, Frsea is considered a self-similarity character that can represent the main trend 
of the phenomenon independent of the other parameters. 
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Fig. 11. LX/h as a function of Frsea 

 
Application of a multivariate regression on results from Flow-3D simulations (the LX column in 

Table 1) leads to a power-law formula to determine the maximum length of the effluent intrusion 
that scalar losses 95% of its concentration as follows (R2 = 0.92): 

 
𝐿𝑋

ℎ
= 1.64 (

𝜌𝑠𝑒𝑎

𝜌
)
−21.9

(
𝐶

𝜌
)
−0.017

(1 + 𝐹𝑟𝑠𝑒𝑎)
−47.9(1 + 𝐹𝑟𝑗𝑒𝑡)

64
                                            (20) 

 
The results from the CFD model are compared with the results from Eq. (20) in Figure 12 showing 

a good agreement within 20% of deviation from the perfect agreement line. 
 

 
Fig. 12. The comparison of the CFD model results with the predicted 
LX values by Eq. (20) 
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4. Discussion  
 

Mikhail et al., [47] have measured the width and length of the recirculation eddy in an open-
channel flow situation. From dimensional analysis, they concluded that the shape of the eddy is 
unaffected by the width ratio b/B and that the size of the eddy depends mainly on the momentum 
flux ratio M = (Ujet/Ucanal)2(b/B) where B is the channel width. In the current study as the jet discharges 
to the sea, instead of the channel width B, the width of the recirculation zone W is substituted and, 
in consequence, instead of Ucanal, the sea current mean velocity Usea is used to determine the 
momentum flux ratio M as follows: 

𝑀 = (
𝑈𝑗𝑒𝑡

𝑈𝑠𝑒𝑎
)
2

(
𝑏

𝑊
)                                                   (21) 

 
Figure 13 compares the non-dimensional ratio of W/LX with the momentum flux ratio M. It shows 

a good accordance between data from Mikhail et al., [47] and the current study CFD results that 
approves the results from the newly proposed Eq. (20). All results confirm that W/LX remains almost 
constant (0.1 ≥ W/LX ≥ 0.2) with increasing the momentum flux ratio M. In other words, by increasing 
the length of the scalar intrusion, the width of the recirculation zone W will increase as well in such 
a way that the ratio W/LX remains constant. 

 

 
Fig. 13. The comparison of the CFD model results with the predicted LX values by 
Eq. (20) 

 
5. Conclusions 
 

A formula is proposed to predict the maximum length of effluent intrusion at surface marine 
sewage. A series of numerical experiments have been performed, after an appropriate stability test 
of the CFD model. Application of incomplete self-similarity showed that the length of a surface 
marine effluent intrusion is a direct function of the sea current Froude number that is considered the 
self-similarity character for the surface marine effluent diffusion. Increasing the sea current Froude 
number decreases the length of the effluent intrusion. Dimensional analysis depicted that besides 
the sea current Froude number, the sea saltwater density, the scalar concentration, and the effluent 
jet Froude number are the main important parameters to be considered in the prediction of the 
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surface marine effluent intrusion length. The application of a multivariate regression led to a power 
form formula to predict the length of a surface marine effluent intrusion. Results showed that 
increasing the ratio of the seawater density to the freshwater density and increasing the seawater 
Froude number diminishes the maximum length of the effluent intrusion (losing 95% of the effluent 
concentration on the sea surface). The proposed formula helps engineers to predict rapidly the 
maximum length of the sea surface effluent intrusion without conducting any numerical simulation 
giving them an initial idea to make a decision especially when the discharged effluent may arrive at 
a marine protected zone. 
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