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The paper reports on the numerical turbulence model in predicting mass, momentum 
and heat transfer in a partially divided cavity heated from the side using buoyancy-
extended eddy-viscosity and elliptic relaxation approach with the algebraic expressions 
for the Reynold stress tensor and turbulent heat flux vector. The CDS (central 
differencing scheme) and LUDS (linear upwind differencing scheme) were used as the 
discretization method and the governing equations were solved using the finite volume 
method and Navier-Stokes solver. Validation of the model has been carried out by 
experimental data of convective flow in the cavity as well as by numerical data DNS 
(direct numerical simulation). The model agrees very well with the experiment and DNS 
and it is also able to demonstrate the performance which is comparable to that of the 
previous advanced second-moment closure model (SMC) in the literature. The results 
show that the model is suitable for use in simulations of the turbulent convective flow 
in a cavity with partition and it has the potential to be applied to more complex cavities 
and a wide range of turbulence levels.  
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1. Introduction 
 

Buoyancy convective flow in a side heated cavity has been extensively studied by Gunarjo [1], 
Mayeli and Sheard [2], and others. All researchers found that the flows consist of very thin layers in 
the near conducting walls with intensive heat and mass transfer, characterized by the strong jet with 
steep gradients of all properties. For turbulent regimes, which occur in the range of Rayleigh numbers 
higher than 109, the convective flow carries an anisotropic feature that is challenging to model 
Ampofo [3], Dol et al., [4]. Additional complexity lies in the fact that the flow in the proximity of the 
thermally active walls is characterized by a coexistence of the laminar, transitional, and finally, fully 
developed turbulent regimes, which are notoriously difficult to model. 

Description of complete features of turbulent flow can be represented by Reynolds-Averaged 
Navier-Stokes equations (known as RANS). The method has been studied extensively leading to 
turbulence models that are reasonably simple, numerically robust, applicable for industrial and 

 
* Corresponding author. 
E-mail address: gunarjo.budi@chem.upr.ac.id (Gunarjo Suryanto Budi) 
 
https://doi.org/10.37934/cfdl.16.10.111 



CFD Letters 

Volume 16, Issue 10 (2024) 1-11 

2 
 

technological applications and reliable for a wide range of turbulence levels. Altac and Ugurlubilek 
[5] assessed the turbulence model in natural convection within 2D and 3D rectangles and the 
research revealed that the 3D approach using the RANS model revealed a higher accuracy in 
predicting the mean Nusselt number (𝑁𝑢). In addition, an assessment of turbulence models has 
been conducted by Pina-Ortiz et al., [6] for natural convective flow in an open tilted cavity. The 
standard k-ɛ and its modifications were applied and it was demonstrated that the models fit 
experimental data quite well. Similarly, Karimpour and Venayagamoorthy [7] simulated the stratified 
flow of a 1-D channel using a k-ɛ model with parameterization of the turbulent Prandl number, which 
takes into account the presence of wall boundaries. The author evaluated the profiles of velocity and 
density for various Richardson numbers. It was found that the proposed Prandl number produced 
good agreement with direct numerical simulation. In addition, Lazerom et al., [8] have derived a 
formula for Reynold stress and heat flux for stratified flows. Although they are a mutual couple 
between Reynolds stress and heat flux and contain a nonlinear form with many coefficients, it turned 
out to be an explicit algebraic approach that is applied in homogeneous shear flow and turbulent 
channel flow. The model has demonstrated relatively good performance in terms of accuracy, 
robustness and reliability.  

Another simulation technique is Large Eddy Simulation (LES), which is based on the spatial 
filtering of the governing equations, resulting in additional sub-grid (SGS) models that need to be 
introduced (similar to the RANS). This approach is between the Direct Numerical Simulations (DNS), 
where all spatial and temporal scales of the flow need to be captured, resulting in very high 
computational costs, and already mentioned RANS. Ma and He [9] studied convective flow, heat, and 
mass transfer around a horizontal cylinder and it was found that the results were acceptably accurate 
despite the sensitivity toward the size of the mesh. A good performance of the LES approach was also 
reported by Ortiz et al., [10] in assessing the correlation of Prandtl number in momentum, heat and 
mass transfer. 

Due to the steep temperature gradient in the thin boundary layer along the thermally active walls, 
modeling the flow in this region may fail to properly capture the real features of the turbulence. To 
correctly calculate the convective flow in these regions, many researchers have applied 
dimensionless wall distance, namely 𝑦+as a damping function. However, the success of using the 
damping function may be due to the fine-tuning of the model coefficients and is associated with a 
lack of generality. In addition, the damping function was not able to predict the effect of wall blockage 
which is mostly present in the convective flows. A similar approach was proposed by Jones and 
Launder [11] who studied the characteristic of near-wall flow using the damping function of turbulent 
Reynolds number. Since the turbulent Reynolds number is a function of kinetic energy, viscosity, and 
dissipation, this damping function has a more physical basis than the wall-distance one. 

In this study, the wall modelling treatment is based on the advanced elliptic relaxation approach 
of Durbin [12]. It was also demonstrated by Gunarjo [1] that the elliptic relaxation approach worked 
very well for various flow situations where thermal buoyancy plays a significant role. Dehoux et al., 
[13] derived algebraic heat flux from a differential flux model and blended it with an elliptic relaxation 
approach. A comparison was made between the Generalized Gradient Diffusion Hypothesis (GGDH) 
and the Algebraic Flux Model (AFM) with and without elliptic blending. Models with elliptic blending 
performed better, especially in the near-wall region. The elliptic relaxation approach with second-
moment closure was also studied by Das [14] for stratified flow in channels. The introduction of a 
new parameter, namely buoyancy length scale, has produced a good agreement with DNS; however, 
the model was quite complex, and in the current study, Das [15] simplified the previous model by 
discarding the elliptic relaxation of scalar flux and elliptic relaxation only in the Reynolds stress part. 
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introduced a new parameter, namely the buoyancy length scale, which produced a good agreement 
with DNS. It is very complex for the industry. 

The introduction of a partition in different configurations has encouraged researchers to 
elaborate more research for convective flow in the cavity. In reality, it has a wide range of 
applications, such as cooling systems of devices for electronic instruments with protected regions 
from excessive heat, building insulation, solar collectors, double-glazed windows, etc.  One 
advantage of the presence of partition, which could be oriented and located accordingly, is its ability 
to affect flow, heat transfer, and turbulence, making it an efficient way of passive heat transfer 
control 

The presence of partitions with various orientations on convective flow in the cavity was 
investigated numerically by Kruger and Pretorius [16]. The authors applied two types of RANS models, 
namely the basic k-ɛ and low-Re k-ɛ models. A similar result was found between the Low-Re k-
ɛ models and the experiment, while the basic k-ɛ model produced a discrepancy when compared to 
the experiment. Observation of the presence of a partition on convective flow in a cavity was done 
by Al-Krmah et al., [17]. The partial partition was attached to a vertical non-conducting wall of the 
cavity and it was horizontally oriented. It was observed that the partition could be used as a control 
to the heat transfer to keep the designed temperature range for different power output. Al Amiri et 
al., [18] carried out a numerical study of convective flow and heat transfer in a square enclosure with 
partitions over an extensive range of Rayleigh numbers, i.e from of 104 to 5 x 107. It was 
demonstrated that the position and dimension of the partition have an important effect on the heat 
transfer and the levels of turbulence. 

The main purpose of the present research is to apply the RANS type turbulent model that is based 
on buoyancy-extended eddy-viscosity and elliptic relaxation approaches to turbulent convective flow 
in a partially divided cavity. The resulting velocity, temperature, and temperature fields are analysed, 
as well as the resulting the heat transfer (in the forms of the local and integral Nusselt numbers). In 
order to accurately solve   turbulent convective flows in a cavity it requires a model which is robust, 
simple, easy to be implemented in any computer code and applicable for industry and therefore this 
research is aimed to meet the need. 
 
2. Methodology  
2.1 Numerical Method 
 

The set of differential equations was solved numerically by finite-volume based Navier-Stokes 
solvers in the structured, non-orthogonal geometries, with Cartesian vector and tensor components 
and the collocated arrangement of Ferziger and Peric [19]. The discretization of the convective parts 
of the turbulence parameters was carried out using the second-order linear upwind scheme (LUDS) 
while the discretization of the diffusive terms was done using the second-order central-differencing-
scheme (CDS). The coupling between the velocity and pressure fields was done using the SIMPLE 
algorithm. To obtain a stable simulation and convergent solution, the under-relaxation method and 
false time steps were applied with a variation of the maximum absolute values between two 
successive iterations was less than 10-6. The computer code was developed and employed by 
Kenjeres [20] for many years and it performance is very good, robust, applicable for a number of 
turbulent flows and it is insensitive for moderate mesh size. 
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2.2 Turbulent Model 
 

The two-dimensional conservation equation for mass, momentum and energy equations for 
incompressible fluid in which the variation of density ρ is treated using Boussinesq approximation 
can be written as:    
 
𝜕𝜌

𝜕𝑡
 + 

𝜕𝜌𝑈𝑗

𝜕𝑥𝑗
 = 0            (1) 
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̅̅ ̅̅̅ )         (3) 

 
Where Ui is velocity vector, T is temperature, gi is gravitational vector,P is production,  β denotes 

thermal expansion coefficient, 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅̅   is Reynold stress, 𝜃𝑢𝑗
̅̅ ̅̅  is heat flux and Pr is Prandl number. 

 
The equation of turbulent kinetic energy 𝑘 and the dissipation ɛ may be written as: 
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Where νt is turbulent viscosity, ν is kinematic viscosity, τ is characteristic time scale.  
 
For a better wall treatment, 𝑣2 the scalar fluctuation of turbulence and elliptic relaxation 

parameter 𝑓of Durbin [12] are introduced. Application of this approach can capture the near wall 
characteristic, enable of using moderate grid resolution as well as represent a correct anisotropic of 
the Reynold stress tensors and heat flux vector, as demonstrated by Kenjeres et al., [21]. The 
governing transport equation for the square of reference velocity of turbulent 𝑣2,  𝑓 and temperature 
variance 𝜃2 are expressed as follows: 
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The dissipation of temperature variance is calculated from the thermal to mechanical time scale 
ratio which is relatively simple as compared to modelling and solving the transport its transport 
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equation. The Production Pi, G, dissipation of temperature variance, the turbulent viscosity, length 
scale and time scale is formulated as 
 

𝑃 = − 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅̅
𝜕𝑈𝑖

𝜕𝑥𝑗
,    𝐺 = −𝛽𝑔𝑖𝜃𝑢𝑖

̅̅ ̅̅̅,    𝜀𝜃 = 𝜃2 ⃐   2𝜏𝜃⁄    𝑣𝑡 = 𝐶𝜇
𝐷𝑣2𝑇    𝐿 = 𝐶𝐿 max [

𝑘
3
2

𝜀
, 𝐶𝜂 (
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1

4
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𝜀
)

1

2
] 

 
The Reynolds Averaged Navier Stokes (RANS) equations introduce the second-moment Reynolds 

stress tensor the turbulent heat flux.  They were modeled by using the buoyancy extended eddy 
viscosity/diffusivity concept and expressed in terms of averaged velocity and temperature gradient 
as follows: 
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The coefficients of the model are: 𝐶1 = 1.4, 𝐶2 = 0.6, 𝐶𝜇 = 0.22, 𝐶𝐿 = 0.2, 𝐶𝑇 = 6, 𝐶𝜃 = 0.5, 𝐶𝜂 = 50.  

Eq. (9) and Eq. (10) are making RANS model closed. The equations are not only relatively simple but 
also have a strong physics basis.  

The picture of the boundary condition is shown in Figure 1. It can be seen from the figure that 
the boundary condition of the solid wall for temperature is Dirichlet boundary condition, where the 
value of T = Twall  and for other parameters no slip condition is applied:  𝑈 = 𝑉 =  𝑘 =  𝜃2̅̅ ̅ =  𝑣2̅̅ ̅ = 0,

for the dissipation rate is  𝜀 = 2𝛾
𝑘

 𝑦𝑛
2  , and for 𝑓 = −20𝛾2 𝑣2̅̅̅̅

𝜖𝑦𝑛
4    where 𝑦𝑛 = 

∆𝑦1

(𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛)
 is a non-

dimensional. 
 

 
Fig. 1. Boundary condition of the solid wall 
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3. Results  
 

The simulation was carried out with collocated grid in which the non-dimensional wall-distance, 
the distance between the first row of cells and the wall yn is 10-3 with the grid expansion factor 1.1.  
Prandl number for air Pr = 0.71 and the Rayleigh number Ra is 5 x 109. Validation of the pressure-
scrambling term of the turbulent heat flux components by the numerical data DNS and the previous 
model in literature is illustrated in Figure 2. It was shown in the previous study of [1] that the 
pressure-scrambling contribution, which is decomposed into slow, rapid, buoyant, and wall parts, is 
dominant in the budget of the turbulent heat flux. It is therefore important to correctly model and 
calculate the pressure scrambling term to properly capture the characteristic of turbulence. As 
demonstrated by the present model, it can be seen that the profiles of pressure scrambling of both 
horizontal and vertical components are well predicted and the model is also able to capture the peak 
value in the near wall region, Figure 2 and Figure 3.  It is concluded that the present model shows a 
good agreement with the DNS by Versteegh [22]. In addition, the present model improves the 
performance of the previous model by Dol et al., [4], especially in predicting the peak value in the 
near wall region.  
 

  
Fig. 2. Comparison of DNS with simulation by Dol et 
al., [4] and the present model for the horizontal 
component of pressure scrambling 

Fig. 3. Comparison of DNS with simulation by Dol et 
al., [4] and the present model for the vertical 
component of pressure scrambling 

 
The performance of the present model for the forced convection in a cavity is illustrated in Figure 

4 in which the calculation is compared with the experiment by Blay [23] for horizontal velocity along 
the center line. It can be seen from the figure that the present model agrees relatively well with the 
experiment, especially in the region near the ceiling where the velocity reaches its maximum. The 
present model is also able to capture the pattern of the velocity in the area where the values are very 
low. However, slightly different values are observed in the mid-plane and this might be due to the 
sensitivity of the apparatus in measuring the relatively low velocity.  

Figure 5 shows the plots of the vertical velocity of natural convection in a cubical cavity by the 
present model, by the advanced Second Moment Closure (SMC) of Dol and Hanjalic [25], and 
experiment by Opstelten et al., [24].  It can be seen that the present model and the second-moment 
closure (SMC) calculated very well the vertical velocity measured in the experiment, especially in the 
near-wall region. In addition, the second-moment closure can predict the peak of velocity, while the 
present model shows a small over-prediction. However, the present model agrees with the 
experiment in the middle of the cavity while the second moment closure (SMC) under-predicting 
velocity. Although the present model is quite simple and employs modest grid resolution with low 
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computational effort, its performance is still comparably similar to the advanced second-moment 
closure (SMC), which is significantly more complex and requires higher computational effort. The 
reason for the success of here presented model is due to the accurate modelling of the transport 
terms of the turbulent heat flux, especially the pressure scrambling contributions in the thin layer in 
the near wall region where is the heat transfer dominant. 

 

 
 

Fig. 4. Comparison between the experiment by Blay 
[23] with the present model for the horizontal 
velocity along the center of the cavity 

Fig. 5. Comparison between the experiment by 
Opstelten [24], Second Moment Closure (SMC), 
and the present model for the vertical velocity 
along the center of the cavity 

 
The results of the convective flow in the partially divided cavity of different partition height ratios 

yH in the center of the vertical plane are shown in Figures 6, 7, 8, and 9. Velocity vectors, isolines of 
temperature, and distribution of the local Nusselt number are presented for different height ratios, 
namely yH = 0.25, 0.50, and 0.75. Figures 6a, 6b, and 6c show the characteristic velocity vectors 
portraying the strong thin jets in the hot and the cold walls due to the presence of buoyancy. Unlike 
the jet in the cold wall which flows from the ceiling to the floor, the upwards jet in the hot wall flows 
from the floor to reach a certain position depending on the height of the partition, the jet creates a 
circulatory flow to the bottom edge of the partition. Only a small part of the flow continues to reach 
the ceiling and leaves the left corner empty therefore the heat transfer in the region is relatively weak 
because of the presence of the partition which blocks the upward flow in the hot wall due to the 
formation of a stable thermal stratification layer, especially for the largest partition height ratio yH = 
0.75. This partition can control the flow which is a similar finding reported by Al Amiri [18]. In 
addition, turbulence is observed in the near wall region and the bottom edge of the partition. When 
the ratio yH is 0.75, an upwards strong jet is created along the partition, while in the case of yH equals 
to 0.5 and 0.25 the flow is spread to the top corner of the cavity and splits into two parts, some are 
directed along the cold wall and the rest are directed towards the ceiling forming a wake region. It is 
noticeable two symmetrical circulatory flows were created at the bottom part just below the 
partition. 

The isotherms are presented in Figure 7a. – 7c. for the height ratio yH = 0.25, 0.5 and 0.75. It is 
observed that vertical isotherm is found in the thin layers near the conducting walls while the 
remaining part is horizontal showing the mechanism of heat transfer is convection. The pattern is 
similar to that reported by Kenjeres et al., [26] in the two-dimensional enclosure with partition. 
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a   a  

b  b  

c   c   

Fig. 6. Velocity vector plots at height ratio yH= 
y/H (a) yH = 0.25 (b) = 0.50 (c) yH = 0.75 
 

Fig. 7. Plot of temperature distribution contour 
at height ratio yH= y/H (a) yH = 0.25 (b) = 0.50 (c) 
yH = 0.75 

 
Figures 8 and 9 are the 3D contour plots of the local Nusselt number along the conducting walls 

of different height ratios, respectively. It is noted that the intensity of heat transfer and turbulence 
occurs in the bottom part of the hot wall and decreases significantly after reaching the point of the 
bottom part of the partition. A similar pattern is observed for the Nusselt number in the cold wall, in 
which the maximum numbers occur in the upper part and decline until the lower part of the partition. 
Peaks in the middle of the wall are observed and this is due to the jet and heat generated in the old 
wall. 
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Fig. 8. The 3D contour plots of the local  Nusselt 
Number in the hot wall at height ratio yH= y/H (a) 
yH = 0.25 (b) = 0.50 (c) yH = 0.75 

Fig. 9. The 3D contour plots of the local Nusselt 
Number in the cold wall at height ratio yH= y/H 
(a) yH = 0.25 (b) = 0.50 (c) yH = 0.75 

  
4. Conclusions 
 

The turbulent convective flow in a partially divided two-dimensional cavity was studied 
numerically using buoyancy extended eddy-viscosity and elliptic-relaxation RANS model. The present 
model performance in calculating the pressure scrambling, velocity, and temperature is validated 
with the DNS, experiments, and previous RANS-type models. The results show that the present model 
performed quite well, and produced a good agreement with the available numerical, as well as 
experimental data from the literature. The presented model also demonstrated reasonably similar 
performance compared to that of the advanced second-moment closure (SMC) model reported in 
the literature. It is shown that the model can capture and reveal realistic features of the turbulent 
convective flow in a partially divided cavity. It can be concluded that the present buoyancy extended 
eddy-viscosity and elliptic-relaxation approach works well for turbulent convective flow in a partially 
divided cavity and this is the novelty of the study and therefore the model has the potential to be 
applied to more complex cavities and a wider range of turbulence levels. 
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