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Augmented reality (AR) has existed for decades, dating back from roughly 50 years ago 
when the renowned ‘father of computer graphics’ Ivan Sutherland first invented an AR 
head-mounted display system. Ever since, various organizations strive to improve the 
technology but while the AR technology definitely evolved significantly since its advent, 
the technology progress is relatively stagnant these past few years whereby we see 
little to no usage at least from common end user perspective. This may be due to 
various limitations of technologies currently utilized in AR. However, things may change 
since in 2020, the tech giant, Apple Inc. has made an unprecedented breakthrough by 
including the light detection and ranging (LiDAR) scanner on consumers’ smartphones 
which could potentially revolutionize the AR industry. This research primarily revolves 
around analyzing the performance of utilization of LiDAR technology in AR mainly in 
mobile devices available for the mass. The methodology and concept for this research 
is fairly straight-forward, the AR experience boosted by the newly introduced LiDAR 
technology will be compared with the widely used technology which primarily consist 
of the implementation of Simultaneous Localization and Mapping (SLAM) and RGB 
camera with the exclusion of LiDAR and assessing the potential of LiDAR to further 
improvise AR experience and implementation in various fields. Testing results has 
shown significant improvement from various important aspects in AR whereby 
occlusion is possible in object rendering, the estimations based on live visual stimuli 
accuracy at roughly 99% in comparison to the true values as well as the ability to 
accurately perceive the geometry of objects in the real world environment through 
advanced depth and space perception. 
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1. Introduction 
 

Augmented reality (AR) enhances a real-world environment by integrating computer-generated 
perceptual information, often across multiple sensory modalities including visual, auditory, haptic, 
somatosensory, and olfactory [1-4]. AR has been considered one of the most awe-inspiring 
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breakthroughs in technological advancement. However, integrating components of the virtual world 
with reality presents significant challenges. Despite AR's boundless potential, extending into 
countless applications, little significant advancement has been observed over the last few decades 
(5, 6). This lack of progress can be attributed to AR being perceived as a distant and extravagant 
technology, more akin to science fiction, while the current AR technology remains limited and 
unappealing to the general public [7,8]. Common limitations include "sticker-like" AR object 
rendering and a lack of occlusion, where virtual objects simply overlap real-world images, reducing 
the immersive experience [9,10]. 

Recent advancements in data processing reliability and environmental perception have played a 
crucial role in advancing AR technology [11]. The incorporation of Light Detection and Ranging 
(LiDAR) sensors in mobile devices, as exemplified by Apple Inc.'s adoption in 2020, represents a 
significant leap forward. LiDAR technology, traditionally associated with high costs, now has the 
potential to revolutionize AR by providing enhanced depth perception and spatial awareness [12]. 
The synergy between AR and LiDAR is poised to address critical challenges in AR applications, 
particularly in improving spatial understanding and object interaction. By leveraging LiDAR's 
capabilities, AR experiences are expected to become more immersive and realistic, bridging the gap 
between the virtual and physical worlds [13]. 

To address these issues, aspects such as the reliability of data processing for reality augmenting 
processes and environmental perception must be considered. AR technology has been significantly 
limited by the hardware accessible to the public. However, a breakthrough occurred in 2020 when 
Apple Inc., a trendsetter in technological advancements, included a light detection and ranging 
(LiDAR) sensor in their lineup of mobile devices, albeit only in higher-end models [2,14,15]. This 
inclusion marks a potential revolution for the AR industry [16]. LiDAR systems, previously known for 
their high cost in fields such as automotive, are now available to the mass market. LiDAR technology 
estimates the distance between an origin and an obstacle or surface by targeting the surface with a 
laser and measuring the time taken for the reflected laser to return to the receiver. Although the 
combination of AR and LiDAR is unprecedented, the theoretical synergy of these technologies is 
expected to resolve significant issues in AR, such as space and environmental perception. The 
inclusion of LiDAR, which enhances depth perception, is anticipated to significantly improve the AR 
experience [17-19]. 

This research aims to evaluate the newly implemented LiDAR technology in AR, comparing it to 
previously and widely utilized technologies. Specifically, the objectives are to assess the performance 
improvements in AR applications with LiDAR technology, compare the accuracy and reliability of 
LiDAR-enhanced AR with traditional SLAM-based AR, and analyze the potential applications and 
implications of LiDAR in various AR fields. This study is significant as it explores the potential of LiDAR 
technology to revolutionize AR, making it more accessible and appealing to the masses. Improved 
depth perception and environmental interaction could enhance various applications, from gaming 
and education to industrial and medical fields [20].  

The research will utilize both Android and iOS devices, comparing AR applications developed with 
Google ARCore and Apple ARKit, respectively. Performance metrics such as rendering quality, 
occlusion handling, and measurement accuracy will be evaluated. The study is expected to 
demonstrate significant improvements in AR performance with LiDAR technology, providing a more 
immersive and accurate AR experience. These findings could pave the way for broader adoption and 
innovation in AR applications.  
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2. Methodology  
 
To achieve the objectives set for this research, smartphones were selected as the test subjects. 

This decision was made to test available AR technologies and services accessible to the general public, 
as this research focuses on the utilization of AR across various sectors, rather than being limited to 
specific industries or involving extremely expensive and high-end equipment. The broader focus of 
this research includes evaluating the potential utilities for end consumers. The test subjects for this 
research included a Google LLC-powered Android device and an Apple Inc.-powered iOS device, both 
equipped with LiDAR. Testing was conducted by running AR applications on these devices, developed 
using their respective AR software development kits: Google ARCore and Apple ARKit. 

Due to differences in operating systems, the same app could not be tested on both devices. 
Instead, highly reputable, similarly functioning apps were selected for testing, and several aspects 
were highlighted for analysis. The tests were divided into three stages based on these highlighted 
aspects. In Stage 1, the focus was on object rendering and occlusion. A highly reputable AR object 
rendering application from the Google Play Store, ARLOOPA, was tested against a similarly capable 
application from the Apple App Store, IKEA Place. This app was highlighted by Apple Inc. during the 
reveal of LiDAR inclusion in their mobile devices. The tests considered the quality of the render, 
performance under different conditions, occlusion handling, and the overall user experience in 
operating the apps to achieve the same objectives. 

In Stage 2, the theme was the reliability of data processing in estimations and information 
extraction from visual images. As AR primarily revolves around understanding the real world through 
machine vision, this stage aimed to compare the devices' ability to perceive and extract information 
from visual sources for augmentation, which is crucial for immersion and overall user experience. To 
test this capability, AR-based measurement apps were selected. ARuler, a reputable app from the 
Google Play Store, was chosen for Google devices, and Apple's Measure app was selected for iOS 
devices. Additionally, a 3D scanning-based measurement app, 3D Scanner App, exclusive to LiDAR-
equipped devices, was included in this stage. The test began by measuring selected objects of 
different sizes and categories using traditional methods (measuring tape/ruler), followed by 
measurements using each respective app at two different distances from the object to verify the 
impact of visual changes on the measurements obtained. The acceptable range of measurements 
obtained through repetitions was tabulated, compared, and analyzed. Figure 1 outlines the objects 
chosen, the criteria for categorization, and the simplified overall test flow. 

 
Table 1 
Category of object to be measured 
Category Object (Horizontal) Object (Vertical) 
Small ( < 10 cm ) AA Battery AA Battery 
Medium (> 10cm < 1 m) Tiles Shampoo Bottle 
Large (> 1 m) Door Gaming Table 
Distance Measurement (Camera/LiDAR Scanner) 
Reference Height/Object Distance Toward 
1.5L Mineral Water Bottle Ground 
Gaming Table 
Door 

 
In Stage 3, the focus was on depth and environmental perception. For virtual objects to blend 

seamlessly with reality, reliable and intelligent environmental perception is essential. Apple Inc. 
addressed the depth and space perception challenge by including a LiDAR scanner in their devices, 
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while Google LLC optimized their software to enhance simultaneous localization and mapping (SLAM) 
through the use of RGB cameras and motion sensors, developing the Google ARCore Depth API. Apps 
developed by the respective companies were utilized for this stage: ARCore Depth Lab by Google and 
Clips by Apple. The Clips app features an exclusive AR planes capability for LiDAR-equipped devices, 
enabling users to scan a plane for AR effects deployment. ARCore Depth Lab offers various interactive 
AR effects, seemingly targeted more at developers than end consumers. This stage tested each app's 
ability to perceive the environment and visualize respective AR effects. Tests were conducted in a 
controlled environment built using weight plates to resemble stairs, allowing the devices to detect 
differences in multilevel heights and object arrangements, as depicted in Figure 1. 

By conducting these stages of testing, the research aims to provide a comprehensive evaluation 
of the newly implemented LiDAR technology in AR, comparing it to previously and widely utilized 
technologies, and assessing its potential to revolutionize AR applications for broader adoption and 
innovation. 

 

 
Fig. 1. Testing environment setup for the space and depth 
perception test (Stage 3) 

 
3. Results  
 

This section compiles the results obtained from the testing at various stages as detailed in the 
previous section. The summarized main and most significant findings of the testing phase of the 
research are presented below. 

 
Phase 1 : Rendering and Occlusion Tests 
 

Figure 2 shows the object rendering using the ARLOOPA app developed using Google ARCore 
without the LiDAR technology on Android platform. This render is achieved by using SLAM and visual 
reliant plane detection. On the other hand, the following Figure 3 shows the result on object 
rendering on the IKEA Place app which was developed on Apple ARKit with the inclusion of LiDAR 
scanner. Results on both figures show the base AR object rendering on the left hand side and the 
result of occlusion test on the right hand side of the figure.  
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Fig. 2. Object rendering and occlusion test on device without LiDAR  

 

 
Fig. 3. Object rendering and occlusion test on device with LiDAR 

 
Phase 2 : Information Processing and Estimation Reliability Tests 

Table 2 shows the tabulated data on measurements using traditional methods (measuring 
tape/ruler) depending on the size of the object and the measurements using each respective app 
with AR technologies. The ‘ ~ ’ notation on the table denotes the unreliability/instability in the value 
of the measurement through multiple repetition as such was deemed to indicate ‘failure in 
measurement’ due to the hardware/software limitations. 
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Table 2 
Measurement of objects measured using various method 
Horizontal Measurement, Length/Width (cm) 

Object Ruler/ 
Measuring Tape 

SLAM 
(ARuler) 

SLAM + LiDAR 
(Measure) 

LiDAR 
(3D Scanner App) 

Distance From 
Camera to Object 

- About  
0.5 m 

About  
1-1.5 m 

About  
0.5 m 

About  
1-1.5 m 

About  
0.5 m 

About  
1.5 m 

AA Battery 4.9 5 5 5 5 5 4 
Mosaic Tile 30 ±39 30 30 30 28 30 
Gaming Table 140 ~ ±143 140 140 140 140 
Vertical Measurement, Height (cm) 
Object Ruler/ 

Measuring Tape 
SLAM 
(ARuler) 

SLAM + LiDAR 
(Measure) 

LiDAR 
(3D Scanner App) 

Distance From 
Camera to Object 

- About  
0.5 m 

About  
1-1.5 m 

About  
0.5 m 

About  
1-1.5 m 

About  
0.5 m 

About  
1-1.5 m 

AA Battery 4.9 5 5 5 5 5 5 
Shampoo Bottle 21.4 22 21 21 22 20 21 
Door 203.5 ~ 203 203 203 200 200 
Distance Measurements, Vertical Measurement from Reference Object’s Height to the Ground (cm) 
Reference Object Measuring Tape ARuler LiDAR Measuring 
1.5L Mineral Water Bottle 30 30 30.1 
Gaming Table 75 78 75 
Door 203.5 208 203 

 
Phase 3 : Depth Perception Tests 
 

Figure 4 shows the depth and environmental perception tests results on ARCore Depth Lab app 
without the LiDAR scanner whereby the left-hand side of the figure shows the AR object from 1 
perspective/viewing angle and the right-hand side of the figure shows the AR object from another 
viewing angle. Meanwhile, Figure 5 shows the depth and environmental perception tests results on 
the Clips app AR effect as well as the visualization of the world perception through LiDAR scanning. 

 

 
Fig. 4. Depth and Environmental Perception Test of Device without 
LiDAR 
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Fig. 5. Depth and Environmental Perception Tests of LiDAR 
Equipped Device 

 
4. Conclusions 
 

Based on the results of the various tests conducted, it can be concluded that while the inclusion 
of LiDAR in AR devices does enhance certain aspects of the AR experience, the overall improvement 
is not yet significant enough to justify the increased cost at this time. The depth and space perception 
capabilities of LiDAR-equipped devices are clearly superior to those without the LiDAR scanner, 
providing a more accurate and immersive AR experience. However, the full potential of LiDAR in AR 
has not yet been realized, as the current applications and software optimizations are still in the early 
stages of development. Despite the limited immediate impact, the future potential of LiDAR 
technology in AR is enormous. As developers continue to innovate and create more sophisticated 
applications that fully leverage LiDAR's capabilities, it is expected that the benefits of this technology 
will become more apparent. The improved depth sensing and spatial understanding provided by 
LiDAR have the potential to revolutionize AR applications across various fields, including gaming, 
education, industrial design, and medical training. In conclusion, while the current state of LiDAR 
integration in AR may not yet offer a compelling advantage for the average consumer, its superior 
depth and space perception capabilities hold great promise for the future. Continued advancements 
in software and application development are likely to unlock the full potential of LiDAR, making it a 
valuable addition to AR technology and paving the way for more immersive and accurate AR 
experiences. As the technology matures and becomes more cost-effective, LiDAR is poised to become 
a standard feature in AR devices, transforming the way we interact with and perceive the digital 
world overlaid on our physical environment.  
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