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This paper deals with the primary cause of mortality in society which is heart disease. 
Neglecting this disease will expose you to incredibly serious risks and consequences. 
The factors that contribute to the increment of mortality are lifestyle and lack of 
awareness in society. Heart disease can strike anyone, regardless of age or gender. 
What makes it different is the risk level of each factor. Due to that, an awareness 
campaign towards this disease must be taken seriously so that early diagnosis of this 
disease can be made to avoid harmful scenarios. Thus, HealthyHeart comes to the 
rescue, where the features included in this dashboard are predictive models using 
machine learning to predict heart conditions. To complete the dashboard, Agile 
methodology has been used with the OSEMN model which focuses on the public user 
needs. Finally, the finding shows that HealthyHeart is a good dashboard as it provides 
information about users' heart disease risk assessment and added information that can 
help them to get educated about heart disease and its risk. By knowing this knowledge, 
people will be aware of their health and take a precautious step to prevent and maybe 
reduce heart disease cases. 
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1. Introduction 
 

The heart is one of the most important organs for a human to live besides the brain. It is an organ 
that distributes oxygenated blood throughout the human body which is very important for human 
life [1]. Several factors can lead to the failure of the heart such as smoking, obesity, physical inactivity, 
nutrition, high blood cholesterol, high blood pressure, diabetes mellitus, metabolic syndrome, kidney 
disease, and sleep disorder [2]. However, it can be maintained by living a healthy lifestyle and 
exercising regularly. Negligence of its health will bring disaster like death.  
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In addition, data stated from World Health Organization (WHO) highlighted that about 85% of 
deaths from 17.9 million lives were taken each year in the United States where it represents 32% of 
global deaths due to cardiovascular diseases (CVDs). Meanwhile in Malaysia, a total of 16,325 
fatalities from ischemic heart disease were reported by the state as in Figure 1 [3]. The data in Figure 
1 should spark us as it is crucial to acknowledge the heart problems as soon as possible to begin 
treatment with therapy and medications. 
 

 
Fig. 1. Record of death due to ischemic heart 
disease in Malaysia (2020) [3] 

 
Besides, the availability of current technologies such as prediction systems can help in providing 

early predictions or estimations about the condition of our hearts, on the other hand, can reduce the 
risk of fatality due to heart failure. An electrocardiogram or known as ECG screening is one example 
of a technology that is currently available to evaluate the health of a person's heart. This issue has 
also prompted the interest of many researchers in developing prediction models for identifying heart 
problems. It involves the use of machine learning and data mining, both of which are growing popular 
in such systems. 

Reflecting on the dangerous scenario, that eventually goes on indefinitely, this project has been 
introduced that would allow people to check their heart condition early to prevent the terrible 
situation from happening if no action is taken. HealthyHeart dashboard focused on the prediction of 
heart conditions whether the user might have heart disease or not. Certain parameters and risk 
factors have been used as guidance in developing predictive models. The intended parameters are 
age, sex, chest pain, cholesterol level, and other domain associated [4]. 
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2. Literature Review 
2.1 Heart Disease 
 

According to Sazlina et al., [5], heart disease has become the leading cause of mortality worldwide 
over the past few decades. Based on the data from the WHO [5,6], over 31% of global deaths are 
caused by CVD, which is primarily coronary artery disease and stroke. In Malaysia, over 13.2% died 
in 2016 because of CVD, followed by a stroke at 6.9%. Meanwhile, in more developed countries like 
Ukraine and Russia, each of them has about 718 and 654 deaths per 100,000 population, respectively, 
while South Korea and Japan have the lowest, with 36.5 and 47.0 deaths per 100,000 population, 
respectively [7].  

Figure 2 shows the proportional rate of mortality due to NCDs. The higher rate of it is 
cardiovascular disease. About 35% of the total deaths are cardiovascular disease, 17% for 
communicable, maternal, perinatal, and nutritional conditions, 16% for cancers, 16% for other NCDs, 
and 9 % for injuries. 4% for chronic respiratory diseases, and another 3% for diabetes. Thus, a system 
that can help in raising awareness and making an early prediction is required [20]. This is where 
HealthyHeart comes to the rescue. 
 

 
Fig. 2. Proportional mortality of noncommunicable 
diseases (NCDs) [6] 

 
2.2 Big Data Concept 
 

The volume of data produced by people, machines, and businesses all across the world has grown 
significantly over the years. According to Wahyuningsih [8], big data can also be defined as the 
extensive amount of data that is complex and cannot be processed or managed by traditional data 
processing systems. In recent years, big data has become famous in many sectors. It includes 
industries such as education, information technology, and government. The significant trend in 
data growth is due to the record from the Internet of Things and the digitization of all offline 
information such as medical and education. Big data has become essential for today’s industries since 
most of the sectors and industries have used it to store and analyze their data. 
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2.3 Big Data and Decision Making 
 

According to Ali et al., [9], big data has transformed many lives. It plays a vital role in deciding 
various sectors. New opportunities in the domain of visualization also can be created as it can 
innovate ideas to solve big data problems using visuals. With big data, an interesting pattern can be 
created based on the data analysis. The visuals from the data representations then can be used to 
help our brain to digest the meaning of the data patterns and take decisions accordingly. It makes 
complex things easier to be conveyed with ease and faster. Figure 3 below shows the benefits of data 
visualization where decision-making has improved by 77% with the use of big data visualization. Thus, 
this HealthyHeart project has been visualized in dashboard form to capture the user’s attention to 
easily understand the presented data about the health condition. 
 

 
Fig. 3. Benefits of big data visualization [9] 

 
2.4 Big Data Application in Healthcare Area 
 

The presence of big data analytics has a significant impact on the way people experience health 
care, allowing for more personalized approaches to be achieved more frequently [10]. More exciting 
ideas are assumed to be created by the innovators due to the rapid growth in data through EHR, 
medication refill records, insurance reports, genomics, telemedicine, sensor data, and many more 
[10]. The traditional way does not utilize the full benefits of the insights as well as big data does with 
many new enhancements [10].  

Computerized health information technology has shrunk previously insurmountable distances, 
enabling the collection of digital, text, voice, and image data that helps decision-making [11]. It is also 
useful in identifying the training needs, continuous research studies, and life and crucial for data 
management in health industries such as management systems, telemedicine, and medical and 
administrative decision support systems [11,12]. 

Big data is also beneficial for healthcare providers since it can be utilized to assess user status via 
a parallel computing approach to validate personalized medical data applications [11,13]. To make it 
happen, integration of data pools is needed to create opportunities. Table 1 shows the main data 
needed in healthcare. 
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Table 1 explains one of the data pool types that has been applied to the HealthyHeart project is 
clinical data. To generate the predictive model, clinical data is required to ensure the system learns 
the pattern and the behavior of the dataset before a prediction can be made. The clinical dataset 
that has been used for HealthyHeart is the real dataset from five different places, such as Cleveland 
for 303 observations, Hungarian for 294 observations, Switzerland for 123 observations, Long Beach, 
VA for 200 observations, and Stalog (Heart) for 270 observations. This dataset combines over 11 
common factors as well as the outcome result. 
 
  Table 1 
  Main data pools needed in healthcare [10] 

Primary Data Pools Description 

Clinical data Owners: Providers 
Example dataset: medical images, electronic medical records (EMR) 

Activity (claims) and cost 
data 

Owners: Providers, Payors 
Example dataset: utilization of care, cost estimates 

Pharmaceutical R&D data Owners: Academia, Pharmaceutical companies 
Example dataset: Clinical trials, high-throughput-screening libraries 

Patient behavior and 
sentiment data 

Owners: Consumers and stakeholders outside health care (e.g., apparel, retail) 
Example dataset: retail purchase history, patient behaviors, and preferences, and 
exercise data captured in running shoes.  

 

Based on the research from Alexander and Wang [10] and Ismail et al., [11], the issues of big data 
in the health area are crucial for decision-making. Thus, HealthyHeart is suitable for users to decide 
based on the prediction result of their heart risk condition and heart insight shown in this 
HealthyHeart dashboard. Users also can view the risk factors and be aware of the heart disease 
factors for early prevention action. 
 
2.5 Heart Disease Prediction Model System Architecture 
 

The prediction system consists of a few steps before it can proceed with the further process. Data 
cleaning and filtering need to be applied to the dataset to sort out those irrelevant data [14]. Heart 
disease prediction system (EHDPS) can be used as a data mining technique where it can be classified 
into three steps as mentioned by Jothi et al., [4]: Data collection, Data pre-processing, and the 
classification of data. On another hand, Singh et al., [14] also proposed the same three models as 
cited in Jothi et al., [4]. The modules include Data collection or Information Gathering, Data pre-
processing or Handling Missing Data, and Classification and Prediction. 

Figure 4 explains the system architecture of the predictive model for heart disease where firstly 
clinical dataset would be obtained from medical expertise, then the data would go through a few 
phases which are data collection, data pre-processing, and classification. By using appropriate data 
mining techniques and tools, the dataset then can be used as a prediction model which is a heart 
disease predictive model. 
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Fig. 4. System architecture of heart disease prediction 
model [4] 

 
2.6 Type of Algorithm Used 
 

According to Theerthagiri [15], Gradient Boosting (GB) is efficient and contemporary, where it 
uses gradient boosting learning as a method. Based on the research, gradient boosting shows a great 
performance as an ensemble classifier for generalization. To be added, GB can have regularization 
terms to determine the complexity of the model and prevent any overfitting.  

Figure 5 shows the workflow of Gradient Boosting (GB) classifier algorithms which started with 
loading the heart dataset, data pre-processing, feature selection and ensemble-based classification, 
performance evaluation, error analysis, AUROC analysis, and lastly classifying whether the patients 
have heart disease or not. 
 

 
Fig. 5. Workflow of gradient boosting algorithms [15] 
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2.7 Type of Environment Used 
 

Liang et al., [16] stated that Flask can be defined as the micro web framework that uses Python-
based which has strong compatibility and high scalability. Based on Figure 6, the flask framework 
uses the Werkzeug toolkit to support the integrations of the routes and the jinja2 template engine 
with sandbox execution functions. High-efficiency websites that require a data analysis platform can 
be done flexibly with Flask [16]. 
 

 
Fig. 6. Webpage response flow chart under the Flask framework [16] 

 
Liang et al., [16] also mentioned that Flask’s basic mode is to assign and bind different view 

functions to different access paths through the route decorator which helps in saving steps of 
homepage navigation, as well as making sure that a unique URL is generated. With this, users can 
directly access the interface that they want. For example, to access HealthyHeart predictive model, 
the user can simply use the URL “/predictForm” on localhost or 
“https://healthyrate.herokuapp.com/predictForm” for online view. 

Based on this research, Flask is being chosen to be the environment for the HealthyHeart project 
as it allows the combination of an application layer, service layer, and data layer as shown in Figure 
7 where HealthyHeart has an application layer that shows heart insight and easy flow for human-
computer interactions, meanwhile for service layer in HealthyHeart is data service: HTTP that connect 
to front-end framework using Bootstrap, HTML, CSS, and Flask as the back-end framework 
environment. Lastly, for the data layer in HealthyHeart, it inherits the local dataset of the heart 
disease details that have been uploaded into the Flask which can be connected to data analysis for 
machine learning [19]. 
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Fig. 7. Architecture diagram using Flask 

 
3. Methods 
 

An Agile diagram and an OSEMN as shown in Figure 8 are the data pipeline model that has been 
chosen for this research. This phase is very crucial in making sure that all the preparations like data, 
software, hardware, flow, and tools that are required are prepared accordingly on time. 
 

 
Fig. 8. Process diagram of HealthyHeart using Agile Methodology and 
OSEMN model [17] 

 
The first step in developing the HealthyHeart dashboard is the planning phase, where all the data 

requirements are gathered. Understanding the main problem is essential before starting any 
development because being deprived of understanding the core problem might lead to failure in 
building a system. As for HealthyHeart, the problem has been defined first before moving into the 
next steps.  

For the HealthyHeart project, the dataset used is from the UCI Machine Learning Repository [14]. 
The dataset consists of a combination of five heart datasets with 11 parameters where it has been 
used to recognize the existence of heart disease. The five datasets are from Cleveland (303 
observations), Hungarian (294 observations), Switzerland (123 observations), Long Beach VA (200 
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observations), and Stalog heart datasets (270 observations). The parameters used in this research 
from Singh et al., [14] as shown in Figure 9 below except for a few parameters such as the number 
of major vessels, defect type, and obesity. It is due to the limitation of the dataset provided. The data 
have then been cleaned and classified into the data model for machine learning to build the 
predictive model. Few algorithms have been chosen and tested for the accuracy level before the 
predictive model can be produced. After the algorithms are chosen, the predictive model is then 
saved as the object pickle and integrated into the Flask environment. 
 

  
Fig. 9. Description of 15 parameters used by Singh et al., [14] 

 
The second phase of HealthyHeart development is the design phase. During this phase, anything 

involving the user interface (UI) is selected carefully, because a good user interface helps the 
interaction between the user and the system run smoothly. The principles of human-computer 
interaction are crucial during the design process. Thus, the high-fidelity storyboard has been 
completed to represent the flow of the HealthyHeart dashboard and the predictive model before 
continuing to the development stage. 

The third phase is the building phase. In the building phase, all the work of executing the 
HealthyHeart dashboard starts here. During this phase, the raw dataset that we got earlier has gone 
through data processing where it has been cleaned and processed. Data processing and cleaning are 
very important in data mining as they can reduce the rate of inaccuracy of the data. According to 
Gupta and Chandra [18], one of the most important tasks is to discover patterns in large datasets 
using data mining. Its main function of it is to eliminate discrimination and outliers from the existing 
data. Gupta and Chandra [18] stated that one of the important tasks to discover the pattern from 
large data is by using data mining. HealthyHeart has gone through data cleaning such as removing 
null values and removing duplicate rows. 
 
4. Results and Discussion 
4.1 Identification of Data and System Requirements 
4.1.1 Data collection 
 

The dataset used is in this research retrieved from UCI Machine Learning Repository which is 
combined and published on Kaggle. The dataset consists of a combination of five heart datasets with 
11 parameters where it has been used to recognize the existence of heart disease. The five datasets 
are from Cleveland (303 observations), Hungarian (294 observations), Switzerland (123 
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observations), Long Beach VA (200 observations), and Stalog heart datasets (270 observations) and 
it is in Excel (CSV) format. The parameters used in this research from Singh et al., [14] as shown in 
Figure 9 except for a few parameters such as the number of major vessels, defect type, and obesity. 
It is due to the limitation of the dataset provided. However, the dataset used in this research is way 
bigger than what is in research done by Singh et al., [14] which is 918 data compared to the existing 
study is only 303 data. Based on this research also, parameters to determine heart disease have been 
identified.  

Each of the datasets contains the information like age of the patient, gender, chest pain type, 
resting blood pressure, cholesterol level, fasting blood sugar level, resting electrocardiogram result, 
maximum heart rate achieved, exercise-induced angina, ST old peak value, the slope of the peak 
exercise ST segment, and the result either the patient has heart disease or not. This data is very useful 
to determine and predict the existence of heart disease in the patient.  
 
4.1.2 Data pre-processing 
 

As for the second step which is data pre-processing, data that has been obtained needs to be 
cleaned by identifying the required fields and eliminating all the duplicates as shown in Figure 10. 
Next, all the missing values would be assigned to the domain value or replaced with the mean mode 
method (Figure 11) [4,14]. Based on this research, the dataset obtained for the HealthyHeart project 
has undergone a few steps in data pre-processing. It includes steps such as removing null values and 
duplicate rows. It is to ensure that the data shown is clean and the prediction is accurate.  

 

 
Fig. 10. Check duplicate rows 

 

 
Fig. 11. Check null values 
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4.1.3 Classification and prediction 
 

For the predictive model, 11 parameters are used to define the status and the pattern of the 
disease. The parameters like age, gender, chest pain type (CP), cholesterol, and some other 
associated values as tabulated in Figure 12. Other parameter associates like blocked pressure level 
and electrocardiographic (ECG) results can also be taken into consideration [4]. However, the 
prediction still can be done as the dataset provides a target or result outcome so that machine 
learning can be made based on the factors and parameters provided in the dataset. 
 

 
Fig. 12. 11 parameters used 

 
After transforming raw data into meaningful information, then the process of data extraction and 

selection has been applied to select a dataset of related fields or guessers to build the components. 
Other names for data extraction and selection are variable selection or attribute selection [4]. Then, 
it is time to prepare for the data model of machine learning. It starts with initializing the target and 
the features within the dataset. Next, the dataset is split into 2 sets which are the training set and 
the testing set as shown in Figure 13. 

Right after that, the data is trained and evaluated as in Figure 13. A few algorithms such as 
RandomForestClassifier, AdaBoostClassifier, and GradientBoostingClassifier are used to determine 
which algorithms perform best for the prediction as in Figure 14. The results are then shown in Figure 
15 the classification report and confusion matrix. 
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Fig. 13. Train and evaluate model 

 

 
Fig. 14. Initialization and classify the algorithms 
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Fig. 15. Classifiers result for RandomForestClassifier, AdaBoostClassifier, and GradientBoostingClassifier 

 
Based on the classification report, the Random Forest (RF) classifier has an 84% accuracy level 

while the GradientBoostingClassifier (GBC) gets the highest accuracy level compared to the other 2 
algorithms, hence GBC is chosen as the algorithm for the predictive model. The model is then saved 
as an object pickle where it will be used later during the system integration process in the Flask 
environment. 

 
4.2 HealthyHeart System Data Design 
 

This section describes the procedures involved in developing the required datasets for the 
HealthyHeart dashboard, including how the previously cleaned dataset is used as shown in Figure 16. 
This project requires a real patient dataset of heart disease. The dataset has been retrieved from UCI 
Machine Learning Repository which is combined and published on Kaggle. The dataset includes the 
observation from Cleveland, Hungarian, Switzerland, Long Beach VA, and the Stalog (Heart) dataset 
in the format of Excel (.csv). 

Figure 16 shows the cleaned data from the previous scrubbing processes as mentioned in section 
4.1. Parts of the data model that involved the HealthyHeart project are the predictive model using 
GBC classifier model and data visualization visualized using Tableau software which involved data 
preparation, data cleaning, data exploration, and data modelling.  In addition, in this stage, the design 
of the user interface has been done before the development stage. A use case diagram (Figure 17) of 
the HealthyHeart dashboard has also been presented to capture the understanding of the 
HealthyHeart system flow.  
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Fig. 16. Cleaned data 

 

 
Fig. 17. Use case diagram of HealthyHeart 

 

4.3 Development of HealthyHeart Dashboard with Predictive Model 
 

The third objective is the development of the HealthyHeart dashboard. The design of the 
interface is made by Tableau, whereas the predictive model is made by using HTML and CSS. Figure 
18 shows the dashboard of HealthyHeart. 

Figure 18 illustrates the HealthyHeart dashboard which consists of multiple pages such as Heart 
Insight, Health Info, Predict Heart, and Healthy Tips. Users can view general information about the 
heart through Heart Insight and Health Info page. Furthermore, users can predict their heart 
condition when they go to predict heart page by including a few related inputs. From the inputs, 
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users can know whether they have a healthy heart or not. Finally, healthy heart tips are provided to 
users to aware them of taking care of their heart so that they will not be the ones who contribute to 
heart disease cases.  

For Figure 19, the prediction system is embedded into the dashboard system with a hyperlink 
button. There are a few quick tips for the users to read before they can jump into the prediction 
system. 
 

 
Fig. 18. HealthyHeart dashboard 

 

 
Fig. 19. Prediction heart page 

 

Figure 20 indicates the predictive system using the GBC classifier model, where in here the users 
can put all the values of the attributes needed before the system can do the prediction. They can also 
try out the existing real data provided on top of the form. The result page shows when the user’s 
heart is normal. However, there are disclaimers stating that the prediction is based on machine 
learning only and it does not replace any medical officers’ advice. 

 



Journal of Advanced Research in Applied Mechanics 

Volume 105, Issue 1 (2023) 41-57 

56 
 

 

 

Fig. 20. Questionnaire for prediction system and the results 

 
5. Conclusions 
 

In a nutshell, the objective of the system has been met as all the functionality is working well. The 
HealthyHeart dashboard was carefully developed according to all of the data requirements gathered 
throughout the whole year. Many people can be benefited and be educated from this dashboard. 
Civilians can learn more and increase their awareness regarding heart disease by using the predictive 
model and also data visualization within the HealthyHeart dashboard. They can identify the risk 
factors that contribute to heart disease well better and learn more about it. Besides, medical experts 
also can use the predictive model on their patients. Therefore, precautions can be taken seriously, 
and early detection also can be made which may help to lower the risk of mortality with heart disease. 
Besides, by having more data, machine learning can learn better and predict the results with higher 
accuracy levels. 
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