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High quality palm oil is critical in ensuring Malaysia’s competitiveness in the sector. 
Studies have shown that there is a significant relationship between the quality of palm 
oil produced and the ripeness of the fruits used in producing the oil.  Correct ripeness 
of the fresh fruit bunches (FFB) produces higher quality and more oil content. Unripe 
FFB produces the least oil and overripe FFB produces oil of lower quality. According to 
Malaysian Palm Oil Board (MPOB), the main factors that determine the ripeness of the 
oil palm FFB are its colour and the number of its loose fruits. To classify the ripeness 
according to these two factors, there are 3 common techniques has been implemented 
in the previous work which are; colour feature extraction, texture feature extraction 
and Deep Learning method. To handle fruit ripeness classification problem, this paper 
provides a short review to the reader to grasp the applicable technique that can be 
implemented. 
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1. Introduction 
 

Known as one of the countries that make the palm oil industry as their economic backbone, 
Malaysia continues to face new challenges in the face of globalization [1]. Being one of the biggest 
producers and exporters for palm oil and palm oil products, Malaysia has an important role to play 
in fulfilling the growing global need for oils and fats sustainably [1]. As quality have significant 
relationship with palm oil content, monitoring and controlling the production of Fresh Fruit Bunches 
(FFB) is important in the crops industry. There are 3 factors that lead to quality of palm oil which are 
low free of fatty acid, high oil extraction rate (OER) and level ripeness of oil palm fruits [2]. In [2,3] 
and [4], they believed ripeness is perceived as the main quality indicator and appearance was used 
as main point to determine the ripeness for FFBs.  

Malaysia Palm Oil Centre stated that Malaysia currently accounts for 39 % of world palm oil 
production and 44% of world exports. If taken into account other oils and fats produced in the 
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country, Malaysia accounts for 12% and 27% of the world's total production and exports of oils and 
fats [1]. Therefore, to maintain the rapid production of palm oil, a lot of effort is needed in palm oil 
industry itself.  

Correct ripeness of the harvested FFB is key to producing higher quality and quantity of palm oil. 
At present, the ripeness of the oil palm fruit is based on manual sight inspection done by the palm oil 
industry worker using their sight. According to Malaysia Palm Oil Berhad (MPOB), the process for 
identifying ripeness is based on 2 factors which are; FFB surface colour and number of loose fruits 
detached from its bunch. To give clearer understanding for reader in identifying FFB ripeness, this 
paper will present a short review on related works and organized as follows: Section 2 explains two 
main criteria involved in grading of the FFB ripeness, Section 3 related works on FFB ripeness 
classification and finally Section 4 concludes the overall work.  
 
2. Criteria in Grading Fresh Fruit Bunches Ripeness 

  
There are two main criteria involved in grading of the FFB ripeness which are the colour and the 

number of loose fruits [5]. Colour is one of the main criteria involved in determining the ripeness of 
every fruit [6,7]. The ripeness of mango will be known by the turning of their colours from green to 
yellow, from green to orange for papaya and from green to yellow for banana.  In this research, the 
turning of FFB colour from dark purple to brown shown the various stage of ripeness. For ripe FFB, 
the colour should have reddish orange colour, unripe FFB should have dark purple, underripe FFB 
with semi orange colour, overripe FFB with orange colour and empty FFB with semi brown colour. 
Figure 1 shows sample image for FFB by their ripeness level guides by MPOB. 
 

Ripeness Level & Sample 

 
Ripe 

 
Underripe 

 
Unripe 

 
Overripe 

Fig. 1. Ripeness level with its sample guide by 
MPOB 

 
Another way to determine the ripeness of FFB is based on the number of fruitlets detached from 

the FFB. There are two practical ways in counting the number of loose fruits detached. Firstly, the 
human grader will observe the loose fruit on the ground at the bottom of the palm tree before 
harvesting the FFB and secondly, they will count the loose fruit on the bunch. The latter is practical 
for short trees since the harvester could clearly see the FFB, while the first method is often used for 
tall trees. The observation of loose fruits for ripeness prediction of oil palm FFB on tall trees has been 
practiced until today. However, this method may be inaccurate because loose fruits might fall under 
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a different tree and can be stuck in the fronds, washed away by heavy rain, or taken by animals in 
the estate [2]. The probability of harvesting FFBs that are not ripe will increase. Moreover, this 
method is time consuming and laborious, which could lead to higher harvesting and production costs. 

Table 1 shows the guideline from MPOB in determining FFB ripeness level using loose fruits. 
Although there are a lot of studies done to determine the ripeness of fruits and vegetables, there are 
not many research done for FFB ripeness stage in outdoor environment and classify it by fruit 
detached.  

 
   Table 1 
   Ripeness level and their number of loose fruits guides by MPOB 

Ripeness Level Number of Loose Fruits 

Ripe More than 10 loose fruits 
Underripe Less than 10 loose fruits 
Unripe No loose fruits 
Overripe More than 50% fruitlets are loose. However, 10% of fruitlets still attached 

 
3. Related Work on Fresh Fruit Bunches Ripeness Classification 

 
This section reviews works related to determining ripeness level of FFB and other fruits by using 

Colour Feature Extraction, Texture Feature Extraction, Deep Learning method with CNN, ResNet50 
and YOLO. One of the most important steps in any classification is feature extraction [8]. If the 
features are not extracted appropriately, the accuracy in the classification step will be affected. 
People consider the world as colour. It also happens in an image. Colour is the most important 
element as it carries important information of the whole image [9]. However, in any case, colour is a 
perplexing point and hard to comprehend. Determining the right colour channel will make the 
extraction give a better accuracy. Several studies [10-12], are using the mean of colour images in 
order to classify the level of fruits ripeness. The number of pixels of three colour channel were added 
and divide in order to take the mean of images. This method is popular because it is the simplest 
method in extracting features. It is easy to implement and require less computation. However, [13] 
reported that by only depending on the mean of colour taken, result taken not accurate. Generally, 
there are 2 ways to use colour channel which are using simple RGB and mean colour as well as colour 
channel conversion. 

 
3.1 Simple RGB and Mean Colour 

         
Technically, approaches for determining the ripeness of fruits being done in many ways. In [12] 

the author has used and analysed RGB colour space to determining the ripeness of FFBs. The 
proposed approach removed the background pixels, then R, G and B components were analysed and 
the mean value for each component was computed. They found that the ranges of colour intensity 
for all ripeness are almost the same. However, later studies by [13] reported that red component was 
not able to distinguish between unripe and underripe stages and could not be an attribute in 
determining the ripeness of FFB. 

In [14], RGB colour plane also been use in grading dates. 12 images frame per camera per second 
are captured and digitized into 24-bit RGB data with 8 bits for each colour channel. Camera then been 
mounted 40 cm directly above the dates. In this experiment, they been executed in controlled 
environment with no complex background. Blue colour been chosen as a background colour as it is 
not a dates colour. Result shows the image of area of dates been segmented. However, a light source 
was designed to provide consistent and uniform illumination. By using only RGB colour channel, it 
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helps with the computation time because converting the images to other colour space reported to 
have more computation time.  

Cristobal et al., [15] use segmentation, pre-processing and partial least squares-discriminant 
analysis(PLS-DA) in order to classify the maturity of an apple. In here also they use RGB as the main 
colour channel. The results show that by using hyperspectral discrimination manage to classify the 
classes better than RGB. Table 2 shows previous work on FFBs and other fruit classification with RGB 
colour channel. 

 
  Table 2 
  Previous work on fruits classification with rgb color channel 

Authors Proposed Method Advantage Disadvantage 

Norashikin Fadilah 
[16] 

Analyze RGB 
colours space and calculate it 
mean to determining ripeness of 
FFB 

Simple and easy to 
implement 

Limited to  
controlled environment 

Zhang, Dong 
Lee, Dah-jye 
Tippetts, Beau J 
Lillywhite, Kirt D [14] 

Outline RGB 
colour plane for 
dates ripeness 
classification 
 

Low computation time 
 

Need constant light source 
and illumination to 
maintain the same lighting 

Cristobal et al., [15] Use segmentation, pre-
processing and partial least 
squares discriminant analysis. 
Compare with only using RGB 

Manage to propose 
discriminant analysis for 
grading fruits 

RGB shows low accuracy 

 
This RGB channel is less complex and easy to implement in every image. However according to 

[17] , factors that affecting the image colour is how is the viewing environment and the lighting itself. 
Therefore, this method might not be the most accurate way in classification in outdoor environment, 
since RGB channel is sensitive to lighting and other conditions. 

 
3.2 Colour Channel Conversion 

 
Since uneven colour of the FFBs that resulted from different amount of exposure to sunlight, later 

study by [18] found that as light intensity becomes higher, the RGB pixel values increase. Another 
method that been used is by converting RGB colour to another colour channel such as HSI, HSV, 
YCbCr, Lab and many more.  

Hue, Saturation and Intensity(HIS) colour model technique been used in several research in [19-
21]. HSI separate the colour information from the intensity information.  Researchers believe that by 
converting RGB colour channel into HSI is more practical in outdoor environment image since hue 
value is comparatively stable and less sensitive to lighting condition. From all these four works, result 
shows the accuracy of palm oil grading taking up to 70% of accuracy.  

Another colour channel conversion technique that been done is by converting RGB colour image 
into Hue, Saturation, Value (HSV) colour channel. In [22] they use HSV map and analyse it for grading 
mango fruit ripeness. The result shows that it gets 84.2% accuracy in HSV analysing. This result then 
been compared with another of their experiment which are by using RGB colour channel, the RGB 
colour channel accuracy manages to get 90.4% accuracy. The author in [22] also implement HSV 
colour conversion with limited FFBs dataset. The image then been classified using Support Vector 
Machine (SVM) and manage to get 57% of accuracy.  

In [23] the author evaluated FFBs ripeness classification with several type of colour channel 
conversion. The raw image is converted into few types of colour channel and their level of ripeness 
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were classified using multi-class SVM. They use four levels of FFB ripeness which are ‘ripe’, ‘unripe’, 
‘underripe’, and ‘overripe’. The outcome of each colour channel then being analyse and compared. 
Table 3 shows the outcome from each of the colour conversion in this study. 

 
Table 3 
Colour channel with ripeness accuracy for 
palm oil fruits 
Colour Channel Accuracy (%) 

HSV 87.2 
I1I213 85.1 
LAB 97.2 
XYZ 87.2 
YCBCR 98.9 
YIQ 85.6 
YUV 98.9 
RGB 68.6 

 
From this finding, YCBCR and YUV are the best one in classifying the categories of the ripeness 

while RGB scores the lowest accuracy among others. 
 
3.3 Texture Feature Extraction 

 
Texture analysis is used in a very broad range of fields and applications. For every one of these 

picture handling systems, first, it is important to separate significant elements that portray the 
texture properties. According to MPOB, texture also playing as the main factor to determining the 
FFB ripeness [24].  

In [3] the classification method using Region of Interest is introduced based on three general 
steps. An approach was developed under the name of expert rules-based system based on the image 
processing techniques results of the three different oil palm FFB region of interests (ROIs), namely; 
ROI1 (300x300 pixels), ROI2 (50x50 pixels) and ROI3 (100x100 pixels). Several experiments were 
conducted on the different models (colour, texture, and thorns) of the oil palm grading system. A 
database or working memory is method to derive data regarding the oil palm ripeness. The system 
links the rules given in the knowledge base with the facts provided in the database. The results show 
that the best rule-based ROIs for statistical colour feature extraction with k-nearest neighbours (KNN) 
classifier at 94% were chosen as well as the ROIs that indicated results higher than the rule-based 
outcome, such as the ROIs of statistical colour feature extraction with artificial neural network (ANN) 
classifier at 94%, were selected for further FFB ripeness inspection system. 

In [25], Grey Level Co-occurrence Matrix, a 2D matrix representing the amplitude values of the 
reference pixel versus the amplitude of the neighbouring pixels. was implemented in order to detect 
the channel. Researcher calculated the energy, entropy, correlation, local homogeneity and contrast 
of the texture and analyse it to get the label. According to [26] GLCM is easy to implement and proven 
to give a good results in large fields of application. However, GLCM are very sensitive to the size of 
the texture samples that been produced.  

Local Binary Pattern is another method that very famous in texture analysis. It first propose by 
Ojala [27], uses LBP based edge texture features to detect an object. Researcher tested seven dataset 
which include human, pedestrian and car. The combination of structural and statistical methods in 
LBP can lead in increasing of the performance for texture analysis. However, LBP have high sensitivity 
towards noise, thus it made the researcher need to propose another way which is local ternary 
patterns, (LTP).    
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Another method to get texture features from an image is by using deep learning. Deep learning 
is a type of machine learning, subset of artificial intelligence (AI) that allows machines to learn from 
data. Deep learning involves the use of computer systems called neural networks. The main 
difference between deep learning and traditional machine learning is deep learning can extract the 
features including colour, textures, and shape from the image automatically, thus the user didn’t 
have to extract it one by one. Deep learning is proven to be robust, and fast. It has brought a 
breakthrough in the field of artificial intelligence, which has reached its limits in decades. Deep 
learning provides a way to classify millions of images into a small number of classes, thereby reducing 
the rate of error. 

Table 4 shows previous work on texture features extraction. Based on this, there have not much 
research of fruits classification using texture features especially in FFBs classification. Among all 
these, deep learning seems more promising as it can detect a lot of features including texture and 
shape. However, deep learning needs a huge number of datasets to make the model get high 
accuracy.  

 
Table 4 
Previous work on texture features extraction 
Author Proposed method  Advantage Disadvantage 

M S M Alfatni 
et al., [3] 

ROI analysis Accuracy is high as focus on 
one region only 

High computational time to 
extract the ROI of each image 

Reza Mohebian 
[25] 

Implement GLCM for channel 
detection 

Easy to implement and low 
computational time 

GLCM sensitive to the size of 
texture sample. 

Satpathy, Amit 
Jiang, Xudong 
Eng, How Lung 
[28] 

Test LBP to dataset of human, car 
and pedestrian for object 
detection use case 

Increase performance of 
the texture analysis 

High sensitivity towards noise 
image 

S. A. Magalhães 
et al., [29] 

Deep learning Can detect colour, texture, 
shape for the object given.  
Fast  

Need huge number of 
datasets to get high accuracy 
prediction 

 
3.4 Deep Learning 

 
Deep learning is a subset of machine learning, essentially a neural network with three or more 

layers. These neural networks try to simulate the behaviour of the human brain, which, far from their 
ability, allows them to learn from large amounts of data. Usually, a single-layer neural networks can 
make rough predictions, but additional hidden layers help optimize and improve accuracy. 

 
3.4.1 Convolutional neural network 

 
There have few types of deep learning method and each depends on the use case respectively. 

In image classification, the most common deep learning method been used is Convolution Neural 
Network (CNN). CNN is an advanced and potential type of classic artificial neural network model. It 
is designed to handle more complex pre-processing and data compilation. This refers to the order of 
placement of neurons in the visual cortex of the animal's brain.  

CNN or convolution neural network is a deep learning network which deal with images. Different 
with Feed Forward Neural Network (FFNN) which are using fully connectivity and huge number of 
parameters, convolution have feature extraction layer. 
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Figure 2 shows the general architecture of CNN. The architecture of CNN is input layer, feature 
extraction layer which contain convolution and pooling layer, and lastly is output layer. In input layer, 
CNN deals with load and store raw image. The image will be store than feed into the next layer. 

 

 
Fig. 2. CNN general architecture 

 

Feature extraction layer of CNN have certain block of layer inside of it. First block is convolution 
layer and the second one is pooling layer. Convolution layer consists of learnable filter which will be 
slide on input volume to produce 2D activation map. These activation map will stack along the depth 
dimension and produce 3D output volume. 

From Figure 3, all these were stack up to get a new image of size 28 x 28 x 28. The second block 
is activation layer. The activation layer will put the non-linearity to the system. It will ensure the class 
will separate correctly. In all neural network, there have a function which call as activation function. 
It is a function that transform the combination of input, weight and bias. The transform value is the 
input for the next node. The main purpose of activation function is to adds the non-linearity to the 
network.  In CNN scenario, the main activation function that been used is Relu. 

 

 
Fig. 3. Activation maps for CNN 

 
Figure 4 shows the ReLU activation function graph. If the value gets more than 0, they will take 

the original value as the output. If the value less than 0, they will take 0 as the output. Next is Pooling 
layer. Pooling is located after activation layer. It will reduce the parameter and computation. This 
pooling will help in prevents overfitting. However, it is not necessary to put pooling after activation. 
The most common pooling that been used is max pooling which use the maximum value only. 
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Fig. 4. ReLu activation function graph 

 
Lastly is the output layer of CNN. It is the last layer of neurons that produces given outputs for 

the program. In this output layer, there have the activation function which will convert the non-
linearity. The activation function used in output layer is Softmax. Basically, Softmax will produce a 
bunch of the probabilities score to the classes. And it will sum up into one. The highest score of 
probabilities will show in what class in will be categorized. Its output a vector that represent the 
probabilities. 

Research conducted by [30] are using CNN in order to detect the ripeness of watermelon. Author 
study the change of ripeness by applying acoustic data based on acoustic resonance testing. The 
result shows it manage to get up to 96% of accuracy by using this method while [43] manage to 
achieve 98.03% when using CNN with transfer learning with other pretrained model which is ResNet-
18. By using transfer learning, it is reported that the computation time will be lessen. 

 
 Table 5  
 Advantage and disadvantage for CNN 

Advantage of CNN Disadvantage of CNN 

Fast 
High Accuracy 

Requires a tremendous amount of dataset in order to gain accurate prediction (> 100 
samples per class as initial training) 

 
3.4.2 ResNet50 

 
Various CNN structures have been introduced and are called on many computers vision 

application. One of CNN structures that famously been used is ResNet50. ResNet50 or known as 
Residual Neural Network is a pre-trained DL model from the ImageNet database that can classify 
images into 1000 object categories. It is an innovative neural network that was first introduced by 
Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun in 2015. When using deep convolutional 
neural networks to solve problems related to computer vision, machine learning experts deal with 
stacks of multiple layers. These additional layers can help us solve complex problems more efficiently, 
as training different layers for different tasks to achieve highly accurate results. The original Resnet 
had 34 layers and used a 2-layer block, but other advanced variants such as the Resnet 50 have a 3-
layer bottleneck block to improve accuracy and reduce training time. 

Resnet also used in fruit classification problem. In [31] study deep learning techniques to classify 
fruits and vegetables with using the fruit360 dataset. The models created are Support Vector 
Machine (SVM), K Nearest Neighbor (KNN), Decision Tree (DT), ResNet Pretrained Model, 
Convolutional Neural Network (CNN), Multilayer Perceptron (MLP). Among all the models ResNet 
pretrained Model performed the best performance with an accuracy of 95.83%. 
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3.4.3 YOLO 
 
You Only Look Once (YOLO) is a CNN structure used for real-time object detection. CNN is a 

classifier-based framework that aims to interact with input images as a structured array of data and 
detect patterns between them. YOLO enjoys the advantage of being much faster than other object 
detection models while maintaining accuracy. 

The YOLOv3 Feature Detector architecture was inspired by other well-known architectures such 
as ResNet and FPN (Feature Pyramid Network). Darknet53, the name of the YOLOv3 feature detector, 
has 52 convolutions with hopping connections like ResNet and a total of 3 predictive heads like FPN, 
allowing YOLOv3 to process images with different spatial compression.  Figure 5 shows the general 
architecture for YOLOv3. 

 

 
Fig. 5. YOLOv3 general architecture 

 
YOLO been used for trained and benchmarked to detect green and reddish tomatoes grown in 

greenhouses. Several deep learning methods also been used in this study.  The results proved that 
the system can detect green and reddish tomatoes, even those occluded by leaves. YOLOv3 also had 
impressive results in improving inferring times in this study with the decreasing number with 5s. 

Based on these observations, by implementing CNN architecture, authors not only can get a good 
accuracy result, however, they also can improve their inferencing time in prediction. While using 
traditional machine learning usually take a lot of time in inferencing, CNN give more promising 
outcome with 5s improvement.  
 
4. Conclusion 
 

The main motivation behind this study was to give a short summary to the reader about FFB 
ripeness and classification techniques that have been used in the current literature. There are 2 main 
factors that contribute to the FFB ripeness quality which are; the colour and the number of loose 
fruits according to MPOB criteria. Meanwhile, the technique that has been used to classify their 
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ripeness were divided into 3 categories which are using the colour feature extraction, texture feature 
extraction and Deep Learning method.  

For the colour feature extraction technique, this method is most popular to be used due to its 
simplicity in extracting features. However, this technique only depends on the mean colour that will 
results in inaccurate performance.  

Meanwhile for texture feature extraction, this technique implements elements separation that 
portray the texture properties. According to the MPOB, texture also plays vital factor to determining 
the FFB ripeness. Grey Level Co-occurrence Matrix, Local Binary Pattern is the most used from the 
previous works. However, both methods are unable to handle properly sensitivity towards noise and 
size of the texture samples. To overcome the above problem, texture features from the images can 
be extracted using a Deep Learning model, where it will allow the model to learn the feature 
extraction from the given data. Deep learning is proven to be robust and fast to work. However, this 
method required large data for model to learn each ripeness level and achieve high accuracy.  
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