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Relational Database Management System (RDBMS) is commonly applied in Small, 
Medium, and Enterprise businesses. In this research, we investigated Quality of Service 
(QoS) perimeters over day-to-day operations in RDBMS and how the running process 
able to be expedited with the adaptation and combination of autonomic computing 
approach using MAPE-K (Monitor, Analyse, Plan, Execute, and Knowledge Base) and 
Fuzzy rules. The core function of the system is to monitor student attendance, 
assessment, and lastly escalation of identified student issues to the department of 
academic. In a nutshell, it is called the Student Involvement Report (Sir). Two segments 
have been analysed and focused on errors in request time out, bandwidth, hits, and 
user activities. The outcomes of this are significant on activities that related to the peak 
of academic activity, due to the submission of student reports and escalation among 
departments. The MAPE-K and Fuzzy rules can capture the scenarios and identify rules 
that are significantly important to reduce and enhance the Request Time Out and Hits 
activities. 
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1. Introduction 
 

Relational Database Management System (RDBMS) is an application that caters to database 
application servers, such as transaction, backup, storage, and other related services. Some of the 
examples are MySQL, MSSQL, PostgreSQL, Oracle, and IBM DB2. All mentioned applications are 
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highlighted from the student environment to the corporate working environment. In a nutshell, the 
users are either motivated by the application from their studies or because of the features developed 
continuously inside that software.  

In our early development, due to the remote access from academic users, the transactions were 
fractured with lots of uncertainty. On the early findings, we discovered cache, session, maximum file 
upload, maximum file size, and single sign-on are among the vital issues that contributed to our 
concerns. To confirm our findings, this paper will have Service Level Agreement (SLA) and Quality of 
Service (QoS) combinations to justify the discovered elements.  

A typical SLA sets out: 
 

i. A description of all the service levels that the supplier commits to meet or exceed. 
ii. How those service levels will be measured and reported on 
iii. Corresponding remedies if one or more service levels are unmet. 
iv. A process for changing or removing service levels. 

 
Quality of Service (QoS) is a key factor for a viable Service Level Agreement (SLA) which ensures 

the formation of a reliable provider-consumer relationship in cloud computing. SLA ties up a service 
provider with a service consumer on agreed upon terms and conditions so that the provider’s 
promised services and the consumer’s requirements are fulfilled, which results in a trustful 
relationship between them. In this paper, an analysis of the existing literature is made to identify the 
gaps that need to be filled to establish a trustful relationship. The literature is organized as the QoS 
potential attributes. Such as trust, resource management, risk management, security, task 
scheduling, and performance. The overall contributes to maintaining a feasible SLA. 

 
2. Literature Reviews 

 
In this section, there are a few related issues highlighted by researchers. On the fault tolerance 

and high availability, it applies in geographic zones on every partition in the database and nodes. It is 
to ensure that high availability is always present through automatic recovery mechanisms [1]. 
Cheetah and NetAccel studied by [2], are both deployed in between the work and the master server, 
whereas Jumpgate stands between the storage engines. It then resulted in getting higher compute 
nodes. It is just merely on filtering and partial aggregation and cannot cope with packet loss. Cheetah 
is a query processing system that partially offloads queries to serve managed switches.  

The policy is very crucial to ensure QoS are placed and working as expected in specific network 
environments. The policies and regulations need to be enforced to ensure the conditions accordingly 
and not just access to the services. It specifies how the data can flow and is applied by different users, 
applications, segments, and other dependents. Some of that might require declassification, revealing 
some information that is connected to the running services. Proposed services such as contextual 
data flow policies, and granular policies for complete mediation and enable a clean separation 
between the policy specification, the application, and its underlying services [3]. It is also connected 
to admission control [8] to manage the fluid limit.  

In [4], discussed the importance of Segment Routing (SR), it is an architecture based on the source 
routing paradigm that seeks the correct coordination between intelligence and centralized 
programmability by steering packets through and instructions.  It is an evolution of MPLS, an open 
technology for label switching technologies. Data is known now in research as new ‘oil’ [4] and it is 
very related to configuration and processing. With great combinations, it will lead to tons of 
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advancement in information related and the continuous uses of advanced technologies as well, such 
as CPU [6] and databases [5].  

A rich and dynamic SLA formalism is the key to handling the cloud service context sensed and 
enforcing the right SLA management and modifications [9]. It is an adaptable model with new and 
enhanced. Multi-objective optimization (MOD) methods can achieve a good balance among multiple 
targets which satisfies the offered services [10]. 

Quality QoS is very important to understand the outlier issues [11] and perform better predictions 
on the performance. Such as in medical health [12], green computing [13], logic bugs in databases 
[14], and lastly validation on SLA breaches [16]. The establishment of clear SLA characteristics leads 
to a better understanding of the Service Level Objective (SLO) on the specific domain, and this 
guarantees the implementation of QoS in desired targets [16]. 

In a nutshell, the combination of previously implemented research work focused on database 
performance, node, query processing time, and QoS. This information is very helpful to progress in 
this work to measure the importance of QoS parameters which are then related to Relational 
Database Management Software (RDBMS).  Tons of queries and data are stored within SIRS 
execution, and it is very important to undergo thorough assessments.  

 
3. Methodology 

 
The research proposal is divided into 5 phases to achieve the highlighted objectives. 

 
3.1 Phase 1: Running Logs Acquisition 

 
Identify and acquire running logs generated by the network operating system. This 

implementation is referred to as Microsoft Server 2020. It is the composition of server performances, 
which are downtime, uptime, peak transactions, off-peak transactions, and response. The acquired 
data will be subjected to processing to verify the quality of the materials and later proceed for 
assessment and evaluation.  

 
3.2 Phase 2: Modality Exploration and Extraction 

 
At this phase, the sentiment of the extracted modality is assessed and able to feed the state status 

as the base result for an adaptive framework. The state is a result generated by self-attention. Based 
on that result, it will be known as a State in the MAPE-K framework. The state itself will go through 
four elements in MAPE-K, which are Monitor, Analyse, Plan, Execute, and lastly Knowledge Base.  
Figure 1 illustrates the generic MAPE-K framework and Q-Learning is explained in Figure 2. The Self-
Attention is represented by Figure 3. Every movement of the state in the framework will be processed 
by each element to justify the state condition.  
 
3.3 Phase 3: Adaptive Framework 

 
The quality of results from Phase 2 was assessed and evaluated as the state and matched with 

the set of predefined rule bases. This rule base is the pre-set of quality for mixed messages condition. 
Something like if the result from self-attention is good, then mixed messages are good, or if the result 
from self-attention is uncertain, then mixed messages will be neutral. The conditions are not limited 
to highlighted results.  
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3.4 Phase 4: Experiment Evaluation 

 
The evaluation is based on the result from Phase 3, which are the components of MAPE-K 

adaptive framework supported with rule base elements. The quality of output enhanced the decision, 
and it adaptively interacts with previous results for reference and enhancement. That is stored in the 
knowledge base as part of the MAPE-K element. 

 
3.5 Phase 5: Result Analysis and Updating of Proposed Research 

 
Based on the results from Phase 4, the outcome of proposed research will be iteratively fine-

tuned for quality optimization.  
 

 
Fig. 1. MAPE-K Framework 

 

 
Fig. 2. Q-Learning Model 

 
The overall methodology is the adaptation framework developed by IBM and known as MAPE-K. 

Q-learning is the on-policy approach that is available under Reinforcement Learning and to make it 
integrated with the predefined policy, fuzzy is introduced. The combination of both is significantly 
great in the iteration process under the development of continuous knowledge management rules 
enhancements.  

 
4. Result and Analysis 

 
In Q-Learning, it is derived from Markov Decision Process (MDP) and consists of three inputs. 

State, action, and reward. Every state will have a different score depending on the steps taken toward 
the final policy and continuing with the learning update. 
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The algorithm will have an iteration process. This is known as an episode to ensure that it will 
optimize with the alpha and gamma values: 

 
i. γ = Gamma value in the range of 0 and 1. The lowest value will instruct Q-Learning to find 

the instance reward and ignore the total score of the accumulated reward.  
ii. α = Alpha value identical to gamma, which is a range between 0 and 1. In normal 

circumstances, the value is set low to optimize the algorithm, such as 0.2. 
 
Definition 1: Q-Learning Update 

	𝑄(𝑠! , 𝑎!) ⟵ 𝑄(𝑠! , 𝑎!) + 𝑎[𝑟!"# +	𝛾$%$& 	𝑄(𝑠!"#, 𝑎) − 𝑄(𝑠! , 𝑎!)]        (1) 
 
Q-Learning Algorithm 

Initialize 𝑄' (s, a) to random values 
Choose a starting point 𝑠' 
While the policy is not good enough 
Choose at according to values 𝑄𝑡	(𝑠𝑡, . )  

𝑎𝑡 = 𝑓(𝑄𝑡(𝑠𝑡, . )) 
Obtain in return: 𝑠𝑡 + 1	(𝑠() and 𝑟𝑡  
Update using Definition 13 
End While 

 
In this assessment, two types of segments are reviewed and analysed. The duration of the analysis 

ranges from November 2020 till January 2023. The focused elements are: 
 

i.  Daily Error Types and Error Types (focused on the Request time out) 
ii.  Activities within server (Hits, Bandwidth and Visitors) 

 
As for the error types, the categories as below.  
 

i. 400 Bad Request 
ii. 403 Forbidden  
iii. 404 Not Found 
iv. 405 Method Not Allowed 
v. 408 Request Timeout 

vi. 500 Internal Server Error 
 
The interesting information is the 408 Request Timeout. That is the relation to Quality of Service 

(QoS) and elements in the Service Level Agreement (SLA).  Request time outpointed on months July 
for the year 2020, April 2020, and November 2022.  It is illustrated in Figure 3 and Figure 4. Populated 
patterns due to the nature of the academic calendar, whereby at that duration, lecturers uploaded 
the information about student absence and possible suggestions to be implemented. The amount of 
time to access the system, files such as PDF upload, and functions within that system is very 
consuming. 
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Fig. 3. Error Types November 2020 till Mei 2022 (Pie Chart) 

It can either be on the bandwidth of the user or the server exhausted as well to handle multiple 
requests from academic staff. The reports on the escalation based, whereby it will go directly to the 
Head of Programme and later forwarded to the academic section for further actions and investigation 
on populated report.  

 

 
Fig. 4. Error Types Mei 2022 till January 2023 (Pie Chart) 

 
Information in Figure 5 to Figure 14 is very much on the activities that consumed tasks outputted 

by server resources. Resources such as processor, memory, network connection, bus, admission 
control, etc. This is very much related to Figure 3 and Figure 4.  Bandwidth, Hits, and Visitors produced 
by the above activities. The correlation is significant in the months July 2021, April 2022, July 2022, 
and January 2023. The increased-on Hits activities and it also implies Bandwidth and Visitors.  
 

 
Fig. 5. Hits Activity November 2020 till May 2022 
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Fig. 6. Bandwidth Activity November 2020 till May 2022 

 

 
Fig. 7. Visitors Activity – Week - November 2020 till May 2022 

 

 
Fig. 8. Visitors Activity – Month - November 2020 till May 2022 

 

 
Fig. 9. Visitors Activity November 2020 till May 2022 
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Fig. 10. Hits Activity May 2022 till January 2023 

 
 

 
Fig. 11. Bandwidth Activity May 2022 till January 2023 

 

 
Fig. 12. Visitors Activity -Week - May 2022 till January 2023 

 

 
Fig. 13. Visitors Activity -Month - May 2022 till January 2023 
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Fig. 14. Visitors Activity May 2022 till January 2023 

 
From the findings, useful information demonstrated the connection of users, activities, and errors 

recorded on time out. The usage of MAPE-K in another research exhibited in previous works [17-20] 
demonstrated that few learning parameters can be configured and it can ensure the smooth process 
transacted by the approval from admission control.   
 
5. Conclusion 

 
This research demonstrated that the QoS logs recorded from SIRs accessed in a few categories 

and with targeted SLA perimeters. The result is according to the number of users accessing the 
system during peak and off-peak periods. With the combination of the adaptive approach and MAPE-
K, the SLAs have been segmented in stages to understand the impact of gathered information. It is 
evidenced that from the gathered output, this result can suggest how to ensure QoS are stable, and 
users are able to cope with the intermittent performance of the SIRs server.  

 
6. Future Works 

 
Suggestions for the extension of these works can be made in two ways. The first one is to ensure 

there is a larger set of information and it is coordinated with another system in UiTM to ensure the 
impacted systems can be in good shape during demanding periods. The second suggestion is to apply 
the autonomic computing approach, whereby each function can negotiate and understand its loads 
and continue with auto-negotiation. It is very similar to admission control approaches. The 
registration of each function, understanding their limits, and being able to perform their current task 
correctly with the available resources before approving another incoming task.  
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