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Dissolved oxygen is an indicator of the health of a water source and aquatic life. In Koh 
Yor, fishermen encountered the problem of sea bass dying from changes in dissolved 
oxygen and did not have information on dissolved oxygen levels in the water. In this paper, 
a system and methodology for dissolved oxygen prediction in Koh Yor water, Thailand, for 
breeding sea bass in cages are introduced. The major objective of this study is to find the 
optimal regression models that achieve the best prediction accuracy, where soft sensor 
information including temperature, pH, and salinity data are used. The regression model 
is suitable for predicting DO in open systems with non-linear water quality data. The 
regression models for evaluation and comparison include Gaussian Process Regression 
(GPR), Medium Gaussian SVM (SVM), Least Squares Regression (LSR), and Medium Neural 
Network (MNN), respectively. The performances of the regression models are validated 
with the water data set of each village collected from Koh Yor, Thailand. Experimental 
results demonstrate that the GPR model provides the best prediction accuracy of 91.8%, 
where the prediction accuracy of all villages around Koh Yor is over 90%.   
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1. Introduction 
 

Water quality is an important factor in aquaculture, where water quality depends on changes in 
water quality parameters. Physicochemical and biological characteristics can explain the uncertainty of 
water quality parameters and their dynamic changes [1-3]. In addition, environmental factors and 
human activities around water sources also directly affect water quality. Koh Yor, Songkhla, Thailand, 
is the second-largest area for breeding sea bass in cages in Thailand. In recent years, information from 
the Coastal Aquatic Animal Technology and Innovation Research and Development Centre, Songkhla, 
Thailand shows that Koh Yor fishermen have encountered problems with the death of sea bass. The 
cause of this problem is a sudden change in the environment, and fishermen are unable to prevent and 
correct sudden changes in water quality in time. As a result, the amount of dissolved oxygen in the 
water decreased rapidly.  
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Water quality assessment should be based on water quality parameters including salinity, pH, 
transparency, temperature, dissolved oxygen (DO), BOD, turbidity, and others, but one important 
parameter that indicates the health and state of an aquatic ecosystem is dissolved oxygen [4-6]. DO 
levels serve as an important indicator of water quality. Sufficient DO is necessary for the decomposition 
of organic matter in water. Bacteria that break down organic material require oxygen for their 
metabolic processes. Insufficient levels of DO, often referred to as hypoxia, can be harmful to aquatic 
organisms [7,8]. Fish and other species may experience stress, reduced growth, or mortality when DO 
levels are too low. At present, water quality measurement with soft sensors is popular because 
measuring water quality using soft sensors involves using computational models or algorithms to 
estimate the water quality parameters indirectly, often based on data from other available sensors. 
Thus, soft sensors are particularly useful when direct measurements are difficult, expensive, or not 
feasible in real-time. 

From a review of the literature on estimating or predicting the level of dissolved oxygen in water, 
it can be summarized in Table 1. There are several prediction models that have been applied to predict 
the level of DO. Popular ones include Artificial Neural Networks (ANN) [9-15], Adaptive Neuro-Fuzzy 
Inference System (ANFIS) [9], Least Squares Support Vector Regression (LSSVR) [16-19], Gaussian 
Process Regression (GPR) [20], K-Nearest Neighbor Regression (KNN-R) [22], Support Vector Machine 
Regression (SVR) [22], Extreme Learning Machine (ELM) [22], Long Short-Term Memory Neural 
Network (LSTM) [22] and Ensemble Techniques [22-24]. Several types of neural networks (NN) used to 
predict DO include Multilayer Perceptron Neural Network (MLPNN) [11,13], General Regression Neural 
Network (GRNN) [12], a deep learning-based model called Marine Deep Jointly Informed Neural 
Network (M-DJINN) [10] and Radial Basis Function Neural Network (RBFNN) [13,14]. Many types of 
regression models are also used for predicting DO including SVR, GPR, KNN-R, etc. The main objective 
of the entire article is to design and develop models to predict DO, evaluate the performance of the 
prediction models, and increase the prediction efficiency. Predicting dissolved oxygen requires water 
quality parameters such as pH, temperature, turbidity, salinity-specific conductance, suspended solids, 
total hardness, total alkalinity, and ammonium nitrogen as the input data for the model. The input data 
are trained until the optimal model is formed, and the output of the system is DO.  

This paper presents a system and methodology for dissolved oxygen prediction in Koh Yor water 
that is caused by a combination of three types of water, including salt water, brackish water, and fresh 
water. The research gap is a study an optimal model for predicting dissolved oxygen that can assess 
water quality in all areas and can be implemented. The major objective of the study is to find the 
optimal regression models that achieve the best prediction accuracy using the data from soft sensors. 
The water quality parameters used for the study consist of dissolved oxygen, temperature, pH, and 
salinity. The regression models including Gaussian Process Regression (GPR), Medium Gaussian SVM 
(SVM), Least Squares Regression (LSR), and Medium Neural Network (MNN) are evaluated and 
compared. The performances of the best regression model are validated with the water data set of 
each village collected from Koh Yor, Thailand. The organization of the paper is as follows: Section 2 
describes the system overview, the data collection, the prediction models, the experiments, and the 
performance evaluation. Section 3 presents the experimental results and discussion. In Section 4, the 
conclusions and the future work are given. 
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Table 1  
A summary comparison of related works and this work 

Refs Objectives Water quality parameters Prediction 
models 

[9] To compare the models and estimate the DO in 
the Fei Tsui Reservoir of northern Taiwan 

Input: temperature, pH, conductivity, 
turbidity, suspended solids, hardness, 
alkalinity, ammonium nitrogen 
Output: DO  

ANN, BPNN, 
ANFIS, and 
MLR 

[10] To propose a model for predicting marine DO 
concentration 

Input: temperature, salinity, phosphate  
Output: DO 

M-DJINN 

[11] To model the DO concentration using the 
MRSM and MLPNN and compare performance 

Input: river discharge, pH, 
conductance, turbidity 
Output: DO 

MRSM and 
MLPNN 

[12] 
 

To evaluate the performance of the prediction 
models by using the mean absolute percentage 
error (MAPE) and the correlation coefficient (R-
value) and assess prediction accuracy 

Input: Temperature, Salinity, 
Conductivity, pH 
Output: DO 

GRNN 

[13] To compare the model 
for modelling and forecasting DO in the Klamath 
River, USA 

Input: pH, temperature, conductance, 
depth 
Output: DO 

RBFNN and 
MLPNN 

[14] To predict the DO saturation level in the lower 
reaches using the principal component RBF 
network model 

Input: unit discharge, depth, discharge 
amount, turbulence intensity 
Output: DO 

RBFNN 
 

[16] To develop a prediction model for DO content in 
aquaculture 

Input: pH, salinity, temperature, 
turbidity  
Output: DO 

FOA and LSSVR 

[17] To propose and investigate the predictive 
performance of the regression models for 
predicting DO 

Input: freshwater quality, stream and 
river health, severity of aquatic 
pollution 
Output: DO 

LSSVR 

[18] To improve the model for modelling the DO 
concentration 

Input: temperature, discharge, pH, 
conductance  
Output: DO 

LSSVM-BA 

[20] To develop models for indirectly measure the 
DO level using machine learning techniques 

Input: temperature, pH, conductance  
Output: DO 

MLR, ANN-R, 
SVR, GPR, and 
KNN-R 

[21] To propose a regression model for predicting 
water quality in aquaculture 

Input: pH, conductivity, water 
temperature, solar radiation, air 
temperature, wind speed 
Output: DO 

RGA-SVR 

[22] To develop and compare the models for 
modelling the DO concentration in the Kinta 
River, Malaysia 

Input: BOD, chemical oxygen demand 
(COD), temperature, ammonia (NH3), 
Total solids (TS), chlorides (Cl), Calcium 
(Ca), pH, sodium (Na)  
Output: DO 

LSTM, ELM, 
HW, and GRNN 

This 
work 

To study and compare the regression models 
for DO prediction in Koh Yor, Thailand 

Input: temperature, pH, salinity 
Output: DO 

GPR, SVM, LSR, 
and MNN 

 
2. Materials and Methods 
2.1 System Overview 

 
The block diagram of the proposed framework for DO prediction and water quality evaluation is 

shown in Figure 1. Our proposed system is divided into three main parts, including data collection, 
prediction model evaluation, and prediction model validation, respectively. 
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The model evaluadon is divided into four processes. First, the collected data were processed to 
remove missing values and outliers. Then the data set was divided into 80% training set and 20% 
tesdng set. Afer the data were segmented, the training data set was applied to train the regression 
models, including GPR, Medium Gaussian SVM, LSR, and MNN. Finally, the performance of the model 
was evaluated using the tesdng data set. 

For the model validation part, six sets of data according to the village locations were applied. The 
regression model that provides the best performance (i.e., the highest accuracy) was tested with the zone 
datasets. At the same time, a selected model was evaluated.  
 

 
Fig. 1. The proposed framework for DO prediction and water quality evaluation 

 
2.2 Data Collection 

 
In this study, the water quality data were measured from the sea water around Koh Yor Island. 

The island is located at the lower Songkhla Lake in Muang District, Songkhla, Thailand, as shown in 
Figure 2. The water around Koh Yor has three characterisdcs, including fresh water (Songkhla Lake), 
brackish water, and salt water (sea), respecdvely. All data were obtained from the Coastal 
Aquaculture Research and Development Centre, Songkhla, Thailand. 
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Fig. 2. The study area: Koh Yor Island, Thailand 

 
The water quality parameters used for the study consist of dissolved oxygen, or DO (i.e., target), 

temperature (temp), pH, and salinity. The data set of the water around the study area was measured 
from six villages, including Village 1, Village 2, Village 5, Village 7, Village 8, and Village 9. A total of 
2256 (i.e., 564*4) samples were collected over a 4-year period (i.e., from 2019–2022). All data sets 
were pre-processed to remove missing values and outliers before being used for training and tesdng 
models. The measured values in the dme series of the DO, the temperature, the pH, and the salinity 
are shown in Figure 3. Here, the values of temperature and salinity in the Koh Yor water depend on 
the season. In the summer, the temperature and the salinity are high, but the DO is reladvely low. On 
the other hand, the temperature and the salinity in the rainy season are low, but the DO is high. 
Therefore, the value of DO has an inverse reladonship with the temperature and the salinity. Table 2 
also illustrates the water quality parameter data, where their minimum, maximum, mean, and 
standard values are provided.  
 

Table 2  
Water quality parameter data 
Parameters Minimum Maximum Mean Standard 

deviation 
DO (mg/L) 2.60 7.60 5.10 0.92 
Temp (°C) 25.50 31.40 28.70 1.18 
Salinity (ppt) 0.0 33.80 15.10 10.87 
pH  7.00 8.50 7.80 0.30 

 
These parameters are obtained from stadsdcal analysis of raw water quality data, as shown in 

Figure 3. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 3. The water quality data; (a) the dissolved oxygen, (b) the temperature, 
(c) the salinity, and (d) the pH 
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2.3 Prediction Models 
 
As mentioned before, according to the literature survey, there are several models used to predict 

DO, for example, Neural Networks [9-14], Least Squares Support Vector Regression [15-17], Gaussian 
Process Regression [18], Support Vector Machine Regression [19], and Long Short-Term Memory 
Neural Network [20], etc. One method suitable for predicting DO in open systems with non-linear 
water quality data is a regression model. A regression model is a statistical technique used to analyse 
the relationship between one or more independent variables (predictors) and a dependent variable 
(the outcome or response variable). Regression models aim to understand and quantify the 
relationship between variables, allowing us to make predictions, draw insights, and perform 
hypothesis testing. A regression model produces an equation that represents the relationship 
between the independent and dependent variables, as shown in Eq. (1). 

 
                                                                                                                    (1) 

 
where  is the dependent variable,  are independent variables,   are 
coefficients of model, and  represents the error term. 

There are many types of regression models for predicting water quality. In this paper, we use the 
Regression Learner toolbox from MATLAB to find a suitable regression model for predicting DO at 
Koh Yor. According to the literature survey related to DO prediction, as described above, Gaussian 
Process Regression, Support Vector Machine, Least Squares Regression, and Neural Network are 
selected for testing in this work. Thus, a description of such models is summarized below.  

 
2.3.1 Gaussian process regression 

 
Gaussian Process Regression is a probabilistic approach to regression modelling that leverages 

Gaussian processes to capture the relationships between input and output data. It provides 
probabilistic predictions, allowing for a more nuanced understanding of uncertainty in predictions, 
and is particularly useful when dealing with limited data or when accurate uncertainty estimates are 
essential.  

 
2.3.2 Medium Gaussian SVM 

 
A Medium Gaussian Support Vector Machine (SVM) is a machine learning model for classificadon 

and regression tasks. It employs a Gaussian (RBF) kernel to map input data into a higher-dimensional 
space, enhancing its ability to capture complex reladonships. This medium-sized SVM strikes a 
balance between computadonal efficiency and model expressiveness, making it suitable for 
moderately sized datasets. Training involves finding the opdmal hyperparameters that define the 
decision boundary, with a focus on maximizing the margin between different classes. Its versadlity 
and performance make it a common choice in various applicadons. 
 
2.3.3 Least squares regression 

 
Least Squares Regression, often referred to simply as linear regression, is a fundamental statistical 

and machine learning technique used for modelling the relationship between a dependent variable 
(also known as the response variable) and one or more independent variables (predictors or 
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features). The primary goal of linear regression is to find the best-fitting linear equation that 
describes the relationship between these variables. 

 
2.3.4 Medium neural network 

 
A medium neural network is a computadonal model comprising layers of interconnected nodes 

(neurons) that process informadon. It falls between small and large networks in terms of size and 
complexity. Typically used for tasks like image recognidon or natural language processing, it strikes a 
balance between computadonal efficiency and expressive power. Training involves adjusdng the 
network's parameters through iteradve opdmizadon algorithms, such as gradient descent. The 
medium size allows for capturing intricate pamerns in data without excessive computadonal 
demands. 

 
2.4 Experiments 

 
In this study, the experiments for regression model evaluadon and DO predicdon were divided 

into two cases. In the first experiment, the regression models, including GPR, Medium Gaussian SVM, 
LSR, and MNN, were assessed to find the best model that obtained the highest accuracy. The 
evaluadon metrics were root mean square error (RMSE), mean square error (MSE), coefficient of 
determinadon, or R-squared (R2), and accuracy. The water quality data (i.e., temperature, pH, and 
salinity) were processed before being used for training and tesdng the models. All data sets were 
divided into the training set (80%) and the tesdng set (20%) at a rado of 4:1. The trained models were 
tested by the tesdng data set. Model training was using the Regression Learner App in MATLAB. The 
training parameters for each model were set to automadc and the model validadon was set to 5-fold 
cross-validadon. The performance results of each model were compared, and the highest 
performance model was selected for validadon in the next experiment. 

For the second experiment, the selected regression model that provided the highest efficiency 
was validated with the data set collected from each village. The aim of this experiment was to validate 
the regression model to predict the DO of each area. The validadng data set was divided into six sets 
according to the villages around Koh Yor where sea basses are raised. The data set for each village 
was used to test the model. At the same dme, the efficiency of the predicdon was reported. 
 
2.5 Performance Evaluation 

 
As mentioned above, to evaluate the performance of the regression models, RMSE, MSE, R2, and 

accuracy were selected as the performance evaluation metrics, as shown in Table 3. The variables 
DOmes, DOpre, and N were the measured DO, the predicted DO, and the prediction samples, 
respectively. The RMSE and the MSE are used to calculate the error of the data prediction compared 
to the observed values. The error values closer to 0 mean that the data has a low prediction error. In 
addition, the R-squared and the accuracy are used to calculate the predictive performance of the 
model. The R-squared and the accuracy values closer to 1 mean that the model has high predictive 
performance. Therefore, the regression model with high predictive performance should have a low 
prediction error and high R-squared and accuracy values. 
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Table 3  
Performance evaluation metrics 

Metrics Formula Description 
Mean 
Squared 
Error 
(MSE) 

 
The MSE measures the average difference between 
predicted values and measured values. It is calculated 
as the mean of the squared differences between 
those values. 

Root Mean 
Squared 
Error 
(RMSE) 

 
The RMSE is the square root of the MSE. It is 
consistent with the scale of the measured values. 

R-Squared 
(R2) 

 

The R2 evaluates the model’s ability to explain the 
variance in the observed data. It is the ratio of the 
sum of squared differences between predicted and 
measured values to the total variance of the 
measured values. 

Accuracy 
 

Accuracy is a measure of how close the predicted 
value is to the measured value. It is a ratio of the 
difference between measured and predicted values 
divided by the measured value. 

 
3. Results and Discussion 

 
This section presents the experimental results for predicting DO using regression models. The 

performance comparison of the models to find the best-performing regression model and the 
performance evaluation results of the selected model for DO prediction in different areas (villages) 
are shown.   
 
3.1 Performance Comparison of the Regression Models 

 
The results of the first experiment to find the best performance regression model are 

demonstrated in this section. The training and testing results of all regression models are compared, 
as shown in Table 4 and Figure 4, where Figure 4 illustrates the test results. In addition, the 
correlation between the measured and predicted values of DO for each regression model is shown 
in Figure 5. 
 

 
Fig. 4. Illustration of the performance of the regression models for testing 
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In Table 4, the experimental results demonstrate that the GPR model gives the lowest predicdon 
error as measured by the MSE of (0.286, 0.214) and the RMSE of (0.534, 0.463) for training and tesdng 
results. The LSR model provides a high predicdon error with an MSE of (0.342, 0.370) and an RMSE 
of (0.584, 0.608). The SVM model provides the lowest training dme of 2.4218 seconds and the LSR 
provides the highest training dme of 19.911 seconds. For the accuracy of the predicdon models, the 
highest accuracy for DO predicdon in the tesdng is from the GPR model, with an R-squared of 0.663 
and an accuracy of 91.8%. The regression model has few errors, meaning the predicted DO is close to 
the measured DO. 
 

Table 4  
Performance comparison of the regression models 

Models Train  Test 
MSE RMSE R-Squared Training time (sec) MSE RMSE R-Squared Accuracy 

(%) 
GPR 0.286 0.534 0.567 10.177 0.214 0.463 0.663 91.8 
SVM 0.326 0.571 0.506 2.4218 0.348 0.590 0.453 89.1 
MNN 0.352 0.593 0.467 14.262 0.354 0.595 0.444 89.2 
LSR 0.342 0.584 0.483 19.911 0.370 0.608 0.419 88.9 

 
The results in Figure 5 also show the correladon between the measured and predicted values of 

DO, where the GPR regression model provides good correladon results, as corresponding to an R2 of 
0.663 (also see Table 4). 

 

 
(a) R2 = 0.663 

 
(b) R2 = 0.453 

 
(c) R2 = 0.444 

 
(d) R2 = 0.419 

Fig. 5. The correlation between the measured and predicted 
values of DO obtain from each regression model 
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3.2 Performance Evaluation of the Selected Model and DO Prediction for Different Areas 
 
According to the results of the first experiment, it was found that the GPR was the most effective 

in predicting DO. Therefore, the second experiment uses this model to predict DO when six sets of 
water quality data (six villages) are applied. The aim of this experiment is to examine the accuracy of 
the GPR in predicting DO in different areas.  

The performance evaluation results of the six data sets are shown in Table 5 and Figure  6. From 
Table 5, the results show that the village 7 area has an MSE of 0.118 and an RMSE of 0.343, the 
smallest error compared to other datasets. When considering the prediction results of all data sets, 
it was found that the prediction results of the village 7 area had an accuracy 95.1%. However, the 
results in Table 5 also indicate that the GPR regression model performs well in DO prediction for all 
villages, since the prediction accuracy is higher than 90% (i.e., min = 90.5% for village 1, max = 95.1% 
for village 7).   
 

Table 5  
Performance evaluation results of the GPR 
regression models in different areas 

Areas Performance evaluation 
MSE RMSE R-Squared Accuracy 

Village 1 0.249 0.499 0.592 0.905 
Village 2 0.154 0.392 0.748 0.939 
Village 5 0.200 0.447 0.543 0.938 
Village 7 0.118 0.343 0.750 0.951 
Village 8 0.161 0.401 0.742 0.941 
Village 9 0.152 0.390 0.775 0.931 

 
An example graph of R-square results is shown in Figure 6, which consists of results from villages 

1, 2, and 7, respecdvely. Village 1 has an R-square of 0.592 and an accuracy of 90.5%, which has the 
lowest predicdon performance among the six villages. Considering the graph between the measured 
DO and the predicted DO of this village, there is a high error, resuldng in the lowest R-square and 
accuracy. When considering the R-square graphs of village 7, which have an R-square of 0.750, Here, 
the results show that village 7 has the highest R-square and approaches 1, resuldng in a maximum 
accuracy of 95.1% because the water quality parameters of Village 7 have low variadon and this area 
is an area with low ecological change.  The results presented in this secdon show that the GPR model 
can efficiently predict dissolved oxygen in different areas and has an average predicdon accuracy of 
93.4%.   
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(a) 

 

 

 
(b) 

 

 

 
(c) 

 

 

Fig. 6. Illustration of R2 and DO prediction results using the GPR model for villages 1, 2, and 7, respectively 
 
4. Conclusions 

 
This work presents the system for dissolved oxygen predicdon in Koh Yor water for breeding sea 

bass in cages. In this study, four regression models, namely Gaussian Process Regression (GPR), 
Medium Gaussian SVM (SVM), Least Squares Regression (LSR), and Medium Neural Network (MNN), 
have been applied for predicdng dissolved oxygen. The models are evaluated using various 
performance criteria, including root mean square error (RMSE), mean square error (MSE), coefficient 
of determinadon, or R-squared (R2), and accuracy. Experimental results show that the best model 
with the highest predicdon performance is the GPR model. During the training and tesdng phases, it 
has the highest predicdon performance with an accuracy of 91.8% and R-square of 0.663, meaning 
that the predicted dissolved oxygen is close to the measured dissolved oxygen. The GPR model was 
then used to predict the DO when six sets of data from six village areas around Koh Yor were applied. 
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The results showed that the GPR model could effecdvely predict DO in all areas, with an accuracy 
greater than 90%. The overall results sufficiently demonstrated that the GPR model was suitable for 
DO predicdon in Koh Yor water. In future work, the opdmal regression model will be implemented to 
predict and monitor the DO for informadon to fishermen for breeding sea bass in cages in Koh Yor 
water, Thailand. 
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