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ABSTRACT

The increasing need for automated networking platforms like the Internet of Things, as well as network services like cloud computing, big data applications, wireless networks, mobile Internet, and virtualization, has driven existing networks to their limitations. Software-defined network (SDN) is a new modern programmable network architectural technology that allows network administrators to control the entire network consistently and logically centralized in software-based controllers and network devices become just simple packet forwarding devices. The controller that is the network’s brain, is mostly based on the OpenFlow protocol and has distinct characteristics that vary depending on the programming language. Its function is to control network traffic and increase network resource efficiency. Therefore, selecting the right controllers and monitoring their performance to increase resource usage and enhance network performance metrics is required. For network performance metrics analysis, the study proposes an implementation of SDN architecture utilizing an open-source OpenDaylight (ODL) distributed SDN controller. The proposed work evaluates the deployment of distributed SDN controller performance on three distinct customized network topologies based on SDN architecture for node-to-node performance metrics such as delay, throughput, packet loss, and bandwidth use. The experiments are conducted using the Mininet emulation tool. Wireshark is used to collect and analyse packets in real-time. The results obtained from the comparison of networks are presented to provide useful guidelines for SDN research and deployment initiatives.
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1. Introduction

The networking sector is being challenged with a new paradigm, which some consider extremely transformational. This new paradigm seeks to transform the way networks are developed, requiring networks to be flexible, secure, and keep the quality of service while still complying with policies and standards. Due to the network issues that need different solutions and intention to overcome the limitations in the conventional network, Software-defined networking (SDN) is presented. The main
idea behind the SDN is the "Stanford Clean Slate Project" in the year 2007 [1]. The project's primary objective is to develop a new architecture for business networks that is both simple to use and secure.

1.1 SDN Architecture

The architecture is the key component of the existence of SDN as, through the design, SDN is claimed to be able to overcome the constraint in the traditional networks [2]. SDN architecture separates the network into three (3) different layers data plane, control plane, and management plane [3] as shown in Figure 1.

As indicated in Figure 1, there are two (2) basic characteristics of SDN architecture. The first is the isolation of data and control plane which is derived from the telephone network system, and the second is the integration of network intelligence in a centralized controller [4-5]. The network control is done by a controller that must have connectivity with all nodes in the network.

1.1.1 Data plane

The Data plane layer or also known as the infrastructure layer consists of network devices such as a physical switch or virtual switch, router, gateway, server, and access point [6]. Generally, this layer allows device connectivity and data transfer [7]. The data plane consists of hardware devices that are responsible to handle the traffic following the rules set by the control plane. It is responsible for the same functions as it is in the conventional network to forward the data, but routing decisions are excluded from this layer [8]. The connection between the data plane and the control plane can be performed through OpenFlow protocol and Southbound application programming interfaces (APIs) [9]. Southbound APIs are used to send the instructions and receive the information from the
data plane to the controller [10]. As a result, SDN switches are composed primarily of three components, the OpenFlow protocol, a flow table, and a secure channel. For each OpenFlow switch securely connected to the controller, the interface is responsible to become a secure channel and a flow table is used to process the packets that are sent through them [11-12].

1.1.2 Control plane

The control plane consists of a controller that manages the data plane devices and establishes traffic flows according to network rules. All the decision routing in the OpenFlow switch will be controlled by the SDN controller. The controller serves as the network brain for decision routing at switches based on the OpenFlow protocol [13]. Meanwhile, the SDN controller is an application to the centralized control point. Due to the architecture of SDN consisting of three (3) layers and the control plane being the middle layer, the connection between the control plane and data plane is through Southbound API. While the connection between the control plane and management plane can be performed using Northbound API. The control plane can be implemented as a centralized controller, or distributed controller and integrated both centralized and distributed known as hybrid centralization only one controller manages the flow table of all SDN switches [14]. In contrast, for the distributed controller deployment, the control plane may consist of many controllers that may interact with one another through the Westbound and eastbound interfaces [15].

1.1.3 Management plane

The management plane or known as the application layer is at the top layer in the SDN architecture [16]. This layer covered the software-related operations and handle security applications such as network virtualization, mobility management, firewall, Intrusion Prevention Systems (IPS), and Intrusion Detection Systems (IDS) [17]. This layer interacts with the control layer using Northbound API [18-19].

1.2 Distributed Controllers

The first concepts of the controller were introduced to allow network administrators to set flow-based policies for their networks [1]. Further in the year 2008, the OpenFlow protocol and a program software were proposed which served as the beginning point for network programmability to accomplish a range of control applications [20]. OpenFlow is the most popular SDN protocol that implemented SDN communication standards for communication between the controller and other networking devices [21]. In recent years, numerous OpenFlow controllers have been created and made available for research and commercial use. These can be separated into two categories: centralized controllers and distributed controllers [22]. Ryu and Floodlight are the most well-known centralized SDN controllers [22]. However, a single physically or logically centralized controller to perform forwarding nodes presents a major bottleneck in a large-scale network [23]. It is a single point of failure that can cause the network to lose intelligence, become inefficient, experience unexpectedly long delays due to the controller's distance from the switches, lack scalability support for big SDN networks, and have limited controller processing power [24]. To overcome these issues, research has found that distributed SDN controllers can be used [25]. A variety of controllers has been developed, but OpenDayLight (ODL) has gained the most attention among the distributed controller platforms due to its excellent scalability, support for dependability, and ability to handle consistency [26]. Numerous OpenFlow controllers have been developed and made available for
research and commercial usage in recent years. The following Figure 2 summarizes the various types of OpenFlow SDN controllers based on their control plane architecture. The majority of SDN controllers are based on the OpenFlow protocol that implemented SDN communication standards for interacting between the controller and other networking devices. An example, NOX was the initial release of an OpenFlow controller in early 2008 [37]. Afterward, various alternative OpenFlow controllers have been launched with distinct characteristics in terms of high-performance, multithreaded OpenFlow controllers and offer high availability.

However, a physical centralized controller suffers from a single point of failure. Therefore, different SDN distributed controllers have been presented to give some amount of performance, security, availability, and scalability as indicated in Figure 2. Controllers such as Hyperflow [38], Kandoo [39], and, ONOS [22] provide a series of distributed controllers and each controller has an equivalent global view of network topology [40]. The distributed controller controls the entire network while preserving sophisticated requirements such as performance metrics, security, load balancing, efficiency, good features, stable architecture, availability, fault tolerance, and efficient convergence time [23, 33-41].

The summary of the primary features for the most prominent sophisticated distributed SDN controller platforms is given in Table 1. Each distributed controller has special features that differ according to the programming language and functionality employed.
Table 1:
Main characteristics of distributed controllers [10, 26]

<table>
<thead>
<tr>
<th>Controllers</th>
<th>Control Plane Design</th>
<th>Programming Language</th>
<th>Scalability</th>
<th>Reliability</th>
<th>Consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONIX</td>
<td>Hierarchical</td>
<td>Python, C</td>
<td>Very Good</td>
<td>Good</td>
<td>Weak</td>
</tr>
<tr>
<td>HyperFlow</td>
<td>Hierarchical</td>
<td>C++</td>
<td>Good</td>
<td>Good</td>
<td>Moderate</td>
</tr>
<tr>
<td>Orion</td>
<td>Hierarchical</td>
<td>Java</td>
<td>Very Good</td>
<td>Very Good</td>
<td>Strong</td>
</tr>
<tr>
<td>ONOS</td>
<td>Hierarchical</td>
<td>Java</td>
<td>Very Good</td>
<td>Good</td>
<td>Weak</td>
</tr>
<tr>
<td>OpenDaylight</td>
<td>Hierarchical</td>
<td>Java</td>
<td>Very Good</td>
<td>Good</td>
<td>Strong</td>
</tr>
<tr>
<td>B4</td>
<td>Hierarchical</td>
<td>Python, C</td>
<td>Good</td>
<td>Good</td>
<td>N/A</td>
</tr>
<tr>
<td>Kandoo</td>
<td>Hierarchical</td>
<td>C, C++, Python</td>
<td>Very Good</td>
<td>Limited</td>
<td>N/A</td>
</tr>
<tr>
<td>DISCO</td>
<td>Flat</td>
<td>Java</td>
<td>Good</td>
<td>Limited</td>
<td>Strong (inter-domain)</td>
</tr>
<tr>
<td>SDX</td>
<td>Flat</td>
<td>Python</td>
<td>Limited</td>
<td>N/A</td>
<td>Strong</td>
</tr>
<tr>
<td>DevoFlow</td>
<td>N/A</td>
<td>Java</td>
<td>Good</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>DIFANE</td>
<td>N/A</td>
<td>N/A</td>
<td>Good</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Some of the controllers met some performance requirements better than others but failed in some other aspects. Even though the distributed control architecture is considered a scalable solution when compared to the centralized control model, the capability of the SDN controller to assure service continuity while preserving high performance requires proper attention to any proposal or design [33].

1.3 Reliable Connection Protocol in SDN

The basic connection of an SDN network is formed on a data plane that is comprised of network devices such as OpenFlow switches that will execute regular forwarding that is controlled by a logically centralized SDN controller. Switches comprise essentially three components included flow table, secure channel, and OpenFlow protocol [10]. The interface is function as a secure route to link each OpenFlow switch to the controllers [11]. A flow table is used to process packets in switches [12]. The entire packet forwarding process in an OpenFlow switch is shown in Figure 3.
In Figure 3, when a packet arrives at a switch, the switch examines the flow table for an entry that matches the packet's header information. If the rule is matched, the packet is forwarded. In the missing of a match, the switch sends an asynchronous message to the controller. Based on the programmed policies, the controller transmits the message to the appropriate control applications as an event. The applications process the event and, if needed, return a message containing action instructions. Controllers configure network devices using Openflow. The SDN controller instructs the switch on what actions they should perform through southbound API. The Openflow protocol is the most efficient method of communicating between SDN controllers and switches using the Southbound API. It is a layer on top of the Transmission Control Protocol (TCP) and specifies the implementation of Transport Layer Security (TLS). Controllers used TCP port 6653 for switches that wanted to connect, and OpenFlow protocol unofficially used port 6633 [44].

Figure 4 illustrates the OpenFlow connection establishment process, in which switches start a secure TCP channel to the controller, allowing the controller to manage switches using the OpenFlow protocol [45]. The IP address of the controller is accessible through switch configuration. Moreover, the controller may also have recognized the switch and performed the connection setup. As seen in Figure 4, the requirement has been met with a three-ways-hand check. The controller is then able to identify all connected switches and initiate the connection. Upon establishing a secure connection, the controller, and switches exchange hello messages to determine the highest OpenFlow version supported by both entities. Second, if the OpenFlow versions in both nodes are compatible, the controller requests the characteristics of the connected switch using a features request message. Finally, after receiving the message of the requested features, the switches respond with a message informing the controller of supported features [30, 45-46].
1.4 Distributed Controller Performance Evaluation

Much research focusing on distributed controller performance evaluation and comparison has been conducted in recent years, and this section reviews a few of them. Koponen et al., [27] introduced and evaluated the performance of the first distributed SDN controller named ONIX. The evaluation was focused more on the reliability and scalability of ONIX in a large-scale network. However, because the ONIX figure provides a general API for the control plane and it is still a close source, more research is needed to examine the performance. An experiment was done in the year 2014 using the distributed SDN control platform Open Network Operating System (ONOS) to examine the performance, scalability, and availability needs of large operator networks [28]. The authors evaluated the scalability, fault tolerance, and performance measures including latency and throughput of two ONOS prototypes. According to the authors, ONOS still must be improved to accommodate use cases like core network traffic engineering and scheduling.

Mamushiane et al., [29] provided a comparative study on the performance of popular open-source controllers such as ONOS, Ryu, Floodlight, and OpenDayLight in terms of latency and throughput using an OpenFlow benchmarking tool called Clench. The author recommends using OpenDayLight since it has a lot of APIs and vendor support. In terms of performance, ONOS had the best throughput while Ryu had the lowest latency. The same researchers compared the QoS performance of ONOS and OpenDayLight distributed SDN controllers [22]. Mininet is used to emulate three different topologies: single, linear, and tree. The purpose of the observation was to assess performance indicators such as one-way trip delay, jitter, and packet loss. In all topologies, the testing results reveal that OpenDayLight has much higher latency, jitter, and packet loss than ONOS.

Priya et al., in Bhardwaj and Panda [30] compared the performance of well-known OpenFlow controllers such as NOX, POX, Ryu, and FloodLight by determining packet handling capacity and measuring performance in terms of delay, jitter, throughput, and packet loss using the Distributed
internet traffic flow generator (D-ITG). According to the authors, FloodLight offers higher throughput and less delay than alternative controllers. Furthermore, the authors recommended for future work include a comparison of the OpenDayLight and OpenContrail controllers.

Rowshanrad et al., [31] examined QoS metrics of Floodlight and OpenDaylight in terms of latency, packet loss, and network loads in single, linear, and tree topologies using Mininet. The authors determined that OpenDaylight had better latency in tree topology for a network with half of bandwidth traffic, but floodlight can outperform OpenDaylight in terms of packet loss in the heavily loaded network in a tree topology. The authors propose comparing these two controllers in more complex topologies with varying numbers of switches for future work.

Eftimie and Burcoci [32] present the implementation of the OpenDaylight controller in a small environment using Mininet to observe key functionality, stability, and resource usage, as well as analyze primary limitations. The authors concluded that OpenDaylight is a low-power distributed controller and easy-to-use tool. However, there are limits in terms of controller incompatibility with JAVA versions. Furthermore, the author recommends that the performance of this controller be assessed in the future.

Abdullah et al., [33] provided the performance comparison of five SDN controllers libfluid, ONOS, OpenDaylight, POX, and Ryu. The authors develop custom linear topology in Mininet and observe end-to-end throughput and delay by using iPerf and Ping commands. Authors found that libfluid gives the best throughput performance and POX gives the best delay performance.

Ghalwash and Huang [34] suggested a framework for applying QoS in an SDN network. The suggested framework is examined in a fat-tree topology utilizing an OpenDayLight (ODL) controller to evaluate two QoS metrics which are port use and delay. The authors concluded that the proposed framework with the OpenDaylight controller can lower the average delay and reduce average port utilization.

Vilchez and Samiento [35] experimented on ONOS and OpenDaylight controllers to evaluate the abilities of the controller to handle fault tolerance in various fault situations using the Mininet emulator. Authors claimed that the ONOS controller outperforms ODL in terms of switching over to other pathways to ensure service continuity. The author recommended future directions to examine the capabilities of ONOS and ODL to dynamically modify the intentions deployed to avoid the bandwidth reduction in data links.

Lastly, Ahmed Hassan et al., [36] conducted a comparative study of Floodlight and OpenDaylight controllers examining parameters such as new flow generation, flow setup latency, open flow messages, flow misses to the controller, CPU unitization, and memory. The experiment was accomplished by constructing tree topology using the OfNet environment. The authors determined that the Floodlight controller is outperforming the OpenDaylight controller in small occupying memory space, less CPU use, and a smaller number of messages in packages, but the new flow generation is static. However, the OpenDaylight controller is outperforming the floodlight controller in average setup latency. The authors emphasized the weakness of the OfNet emulator that caused instability of the controllers during an experiment. Therefore, the authors propose to use a Mininet emulator with more complex topologies for future study.

The previous studies reveal that the architecture of single controllers is inefficient for network administration. Distributed SDN controllers have been implemented to solve scalability, reduce transmission delay, improve fault tolerance, and avoid packet loss concerns. Although distributed SDN controller platforms have been deployed to solve scalability, lowering transmission delay, improve fault tolerance, and minimize packet loss concerns but there is limited research existing literature based on distributed controllers [10]. To guarantee high quality of services (QoS) performance, the controller should be able to respond to packets in messages promptly. This means
that the delay and packet loss must be minimal, and throughput must be maximum. In most studies based on a distributed SDN controller, the placement of the controller is the primary challenge that directly affects its performance. Consequently, there is a research need to construct the structure of distributed SDN controllers with custom topology for traffic engineering and to give an in-depth illustration of performance metrics required for exploring the future of SDN [10]. To the best of our knowledge, the majority of controller evaluation studies did not focus exclusively on distributed controllers, and there is still a gap in implementing SDN architecture with custom topology and providing a detailed representation of various network performance measurements utilizing distributed controllers [10]. As a result, the focus of this research will be on implementing the SDN architecture in the Mininet emulator that includes the OpenDaylight controller for three (3) different custom-designed topologies consisting of OpenFlow switches and network nodes. This research’s primary objective is to examine the performance of SDN networks, with a focus on distributed controllers in three (3) various bespoke network designs. The proposed research intends to develop a framework for reporting the evaluation results of node-to-node performance measures such as delay, throughput, packet loss, and bandwidth utilization. Academics, application developers, and service providers can utilize this study to make educated controller selection decisions.

2. Methodology

The purpose of this study is to evaluate the performance of distributed SDN controller, which has the role of controller for a network emulated using Mininet. The methodology used to conduct the suggested research is shown in Figure 5. The first step of the approach is to conduct a literature evaluation on network traffic analysis using SDN controllers to identify research gaps and establish the goals of our study. The Mininet tool is then utilized to construct a custom network for the SDN environment. Mininet is a network simulator that implements the OpenFlow protocol and can construct any arbitrary network consisting of hosts, switches, and connections [33]. Even though network elements are formed by software, they are considered real-world features. Mininet’s baseline design consists of an OpenFlow kernel switch connected to two hosts and an OpenFlow controller. Mininet hosts can run Linux and file system commands. The command "iPerf," for example, parses bandwidth between a client and server, whilst the “topo” command or MiniEdit GUI platform is used to design custom virtual networks [31].

![Research methodology](image)

Fig. 5. Research methodology

Implementation of the controller in the SDN is the next significant step. Experiments were set up using the open-source controller OpenDaylight (ODL) in the Mininet topology. ODL is a distributed multi-protocol controller system intended for highly available, adaptable, and scalable SDN
implementations. It provides a framework service abstraction that allows users to create applications that are interoperable with a variety of hardware and Southbound protocols [47]. After the network topologies have been created, the Wireshark protocol analyzer is used to produce data traffic from the source to the destination node. Finally, the performance of the SDN network utilizing the ODL controller is measured by various metrics.

2.1 Experiment Setup

In this experiment, two virtual machines have been employed. One of these will run Mininet where the emulated network topology is located, and the second machine used to run the ODL controller. The two virtual machines must have connectivity to each other and execute services essential for the experiment are SSH, X Server software client, and Wireshark.

Three (3) custom networks are created consisting of a linear network, tree network, and hybrid network with a combination of linear and tree networks. Figure 6 exhibits the network topologies GUI implemented in MiniEdit and topologies presented through the web interfaces of the ODL controller. The topologies are made from software switches, named Open Vswitches (OVS) and OpenFlow version 1.3 is utilized as the Southbound protocol for control traffic. The forwarding path selection is based on the odl-L2switch feature of the ODL controller. The odl-L2switch was configured to operate reactively to a new flow [34]. The abstract view of the proposed SDN architecture is presented in Figure 7. The IP address range for all hosts and switches is 10.0.0.0/8, and the ODL controller is implemented in the control plane using port 6633 and the IP address 192.168.56.107/24.

![Network Topologies](image_url)

**Fig. 6.** Network topologies (a) MiniEdit platform (b) OpenDaylight
To emulate network performance such as delay, throughput, packet loss, and bandwidth utilization under TCP data flow, tools like ping as well as iPerf are employed. By implementing iPerf, one side runs in a “server” mode, listening for requests; the other end runs in “client” mode, sending data. iPerf can test in real time with any number of TCP packet size settings. Therefore, to study in-depth the performance of each network topologies, the size of a data packet for the traffic flow was configured differently with sizes 356 Kbytes, 675 Kbytes, 1090 Kbytes, 1550Kbytes, and 2020Kbyt. The data traffic is transmitted from the client to the server node using Wireshark. The performance of the SDN network utilizing the distributed controller is evaluated.

3. Results

The delay, throughput, and packet loss for linear, tree, and hybrid topologies are shown in Table 2. The time takes packets to travel from client to server is measured in delay. The controller is evaluated for the number of data successfully delivered per unit time during the throughput test [48]. The percentage of packets that fail to reach their destination is known as packet loss [31]. Referring to Table 2, the simulation result for the topology tree seemed to have the highest average delay and packet loss, as well as the lowest throughput average.

<table>
<thead>
<tr>
<th>Topologies</th>
<th>Min Delay (s)</th>
<th>Max Delay (s)</th>
<th>Average Delay (s)</th>
<th>Average Throughput (Kbps)</th>
<th>Average Packet Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.00001</td>
<td>0.00060</td>
<td>0.00004</td>
<td>219614</td>
<td>37</td>
</tr>
<tr>
<td>Tree</td>
<td>0.00003</td>
<td>0.00149</td>
<td>0.00009</td>
<td>111099</td>
<td>67</td>
</tr>
<tr>
<td>Hybrid</td>
<td>0.00021</td>
<td>0.00052</td>
<td>0.00003</td>
<td>201118</td>
<td>39</td>
</tr>
</tbody>
</table>

3.1 Network Delay

In a network, during the process of data communication, the delay also known as latency is defined as the total time taken for a complete message to arrive at the destination, starting with the time when the first bit of the message is sent out from the source and ending with the time when the last bit of the message is delivered at the destination. Figure 8 illustrates the delay comparison between three different topologies with different size of packet sizes.
The tree topology has the largest delay in all three topologies, as seen in Figure 8. As shown in Table 2, tree topology has the longest delay when the packet size is small. Linear topologies have lower delay than other topologies, implying that tree topologies take longer to select a route and send a decision for newly arriving flows. The effect of the delay, however, is just transient and diminishes as the number of packet sizes grows. In a more complicated topology (hybrid topology), the network has less delay compared to linear and tree topology. In contrast, the delay is increased in linear topology when the packet size increased.

3.2 Throughput

The controller is examined in throughput mode tests to see how many packets it can process in a second. The amount of data transferred per time is used to calculate network throughput. The throughput evaluation findings in Figure 9 show that increasing the number of packet sizes has a minor impact on tree topology. This is because larger packet sizes generate congestion at the data layer, requiring more processing resources. The throughput performance of the linear topology is the best. However, a rise in the number of packet sizes has a significant impact.

3.3 Packet Loss

The number of packets that fail to reach their destination is referred to as packet loss. The packet loss ratio is calculated as a percentage of total packet loss divided by the total number of packets delivered. The comparison of packet loss results is shown in Figure 10.
It is noticeable that hybrid topology exhibited no packet loss under small packet size. However, it is drastically high when packet size increased. There is no significant difference in packet loss ratio in a linear topology. Tree topology faced the highest packet loss rate even in the small size of the packet. The experimental results showed that the packet size had different effects on the packet loss rate of the TCP stream.

### 3.4 Bandwidth

Performance evaluation of bandwidth used in SDN networks can be accomplished using iPerf to simulate the TCP data flow. In TCP traffic, the source node sends a request packet TCP SYN to the destination node for the establishing of connection via the SDN switch. TCP examines the number of packets forwarded to the target host via a different number of processes. This test is regulated to measure the bandwidth of TCP traffic among the nodes. The consumption of bandwidth in transferring packets is also determined. The average bandwidth utilization is displayed in Figure 11. As demonstrated in Figure 11, higher average bandwidth utilization during small packet size is transmitted and somewhat reduced when packet size is bigger.

Packet size will affect bandwidth depending on the performance of the network sources utilized in the transfer. Each packet has a header that has the destination address for that packet. Every switch needs to look up and match that destination address to a flow table. That lookup takes a specified amount of time and hence a latency in sending the packet to the proper “port” on the switch. As the lookup time or latency is pretty much the same for small packets as well as large
packets, then impact larger packets will have better bandwidth performance. Small packets will have more lookups per byte of payload [49].

4. Conclusions

The effectiveness of controllers directly guarantees the quality of service in SDN. Therefore, controller performance is one of the most significant design parameters. To assure good quality of service, the controller should be able to respond to packets in messages immediately. This means that the average delay and packet loss must be minimal, and throughput must be maximal. This study intends to analyse the performance of the distributed controller to explore if these controllers are ready for prime-time deployment. The proposed work provides the traffic analysis via performance evaluation on one of the well-known distributed controllers named OpenDaylight.

In this research, the results of the linear, tree, and hybrid topologies have been compared. The result shows that the controller’s load increases as the network architecture more complicated. The performance of the SDN network thus becomes incompetent. The packet drop ratio rises as the delay increases. The delay in tree topology is high, making a high packet loss ratio and throughput low. We have also found that the throughput and transmission delay are much better for simple network topologies such as linear topology.

This report would be helpful for all the researchers working in SDN and controller traffic evaluation. The experimentations revealed that the distributed SDN controller may potentially be considered one of the powerful controllers for traffic engineering. The study work revealed beneficial findings for various performance indicators in the SDN environment using the distributed controller. It gives the traffic analysis via performance evaluation of the distributed controller in the SDN environment to optimize the consumption of resources for the enhanced performance of the network, and management of data traffic in the network.
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