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This paper reviews several studies of image de-noising on digital image processing and 
applications. Noisy images contain different noise that exist either due to environment 
or electronic interferences. Ergo, de-noising is crucial to eliminate the noise that disturb 
data collecting process. The impact of de-noising on image processing can result for 
accurate and precise data collected from the image. Additionally, de-noising process 
required several crucial steps that help to enhance knowledge on digital image and its 
application. Hence, study and understanding de-noising can improve multiple aspect 
such as image quality, data sensitivity and specificity, accuracy of the collected data, and 
increase the percentage of each parameter. 

Keywords: 

Digital image; de-noising; Gaussian; 
noise; Poisson noise; Salt and Pepper 
noise; Spatial domain; Speckle noise; 
transform domain 

 
1. Introduction 
 

Image pre-processing is a crucial part in image analysis since image is another form of data that 
preserve important information from the experiment. Besides, image analysis is widely used in 
multiple area of expertise such as, astronomy, medical field, remote sensing, transmission and 
encoding, machine or robot vision, forensic science technology, and industrial. 

Therefore, noise in the acquired image can cause a difficulty to extract the data during image 
analysis due to degradation. Noise presence in the images is cause by variety factor that include 
environmental noise, electronic and electromagnetic interferences introduced during the signal 
acquisition stage, lighting, camera sensor, and aging equipment [1,2]. 

When an image is acquired and transmitted, it is frequently corrupted by noise. De-noising is a 
technique for removing additive noise while preserving as many important signal features as possible 
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[3,4]. Noise contaminates data sets acquired by image sensors in general. Instruments that are not 
up to par, issues with the data collecting process, and interfering natural occurrences can all skew 
the results during analysis. 

In a small number of research on image processing, most images transmitted can be assumed to 
contain additive random noise, for example, Gaussian, Salt and Pepper, Speckle, and Poisson noise 
that can heavily affect the analysis result [5,6]. Thus, efficient de-noising techniques are the necessary 
steps that should be taken before data analyzing and to satisfy data corruption. Hence, the following 
will discuss on type of noise and de-noising techniques accordingly. 
 
2. Noise Models 
 

The term "noise" refers to a random variation in intensity level. The pixels have some more 
information added to them, resulting in a noisy image. Some of the image pixel is not the correct 
pixels since an unnecessary value has been added to the genuine pixel value. Noise is divided 
mathematically into two fundamental models: additive and multiplicative. 

In an additive noise model, original signal is added with noise signal that is additive in nature to 
develop a corrupted signal using the following rules 
 
𝑤(𝑥, 𝑦) = 𝑠(𝑥, 𝑦) + 𝑛(𝑥, 𝑦)            (1) 
 

In the multiplicative noise model, the noise signal gets multiplied by the original signal. The 
multiplicative noise model follows the following rule 
 
𝑤(𝑥, 𝑦) = 𝑠(𝑥, 𝑦) × 𝑛(𝑥, 𝑦)            (2) 
 

The s(x,y)can be described as the original image density and s(x,y) indicates the corrupted noisy 
signal w(x,y)at (x,y)pixel location. 

Other classifications such as additive, multiplicative, and impulsive (random) noise are available 
in the image processing field. Impulse noise is a sort of noise that changes the pixel values at random 
[7]. The following Figure 1 classified impulse noise as static and dynamic (random) noise in the 
imaging process. 
 

 
Fig. 1. Noise in image processing 
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3. Type of Noise 
 

An important issue that degrades an image's value in all aspects is noise, it degrades image 
quality. Besides, some important image details are hidden, causing problems with subsequent 
processing such as segmentation, and edge detection. Noise also reduces the ability of human 
observation to diagnose objects more thoroughly. 

There are multiple numbers of noise in image enhancement that occur due to various reasons 
that may corrupt the signal. The characteristics of noise signal as well as its probabilistic features can 
distinguish it [8,9]. The following sub-chapter discussed noise models, types, and categories in digital 
images. 
 
3.1 Gaussian Noise 
 

Define Gaussian noise is a statistical noise with the same probability density function (PDF) as the 
normal distribution, it is also called as additive noise which is known as the Gaussian distribution. In 
other words, the noise's possible values are Gaussian-distributed as each of the pixels are modified 
to a certain distribution. White Gaussian noise is a specific instance in which the values at any two 
points in time are evenly distributed and statistically independent (uncorrelated) [9,10]. Gaussian 
noise is most utilized in applications as additive white noise to acquiesce to additive white Gaussian 
(AWG) noise. The Gaussian model can be present as follow: 
 

𝑃(𝑔) = √
1

2𝜋𝜎2 𝑒

−
(𝑔−𝜇)2

2𝜎2

            (3) 

 
Where, g = grey value, σ = standard deviation and µ = mean. Generally Gaussian noise mathematical 
model represents the correct approximation of real-world scenarios. The following Figure 2 shows 
the image corrupted by Gaussian noise. 
 

 
Fig. 2. Lena image with Gaussian noise [11] 

 
3.2 Impulse Noise 
 

In image processing, impulse noise is randomly distributed throughout the image, and it is 
independent while uncorrelated to the pixels. For impulse noise corrupted image, not all the image 
pixels are noisy while a part of it is noise-free another part will be noisy [12,13]. Different type of 
noise that occurs in impulse noise are salt and pepper and arbitrary valued impulse noise. 
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Salt and pepper noise is a type of visual noise that is commonly seen and can also be referred to 
as impulse noise. The scattered disturbance in the image manifests as white and black pixels that 
appear at random which leads to discoloration of a few pixels in the image as shown in the following 
Figure 3 [14]. A median filter, morphological filter, or counter harmonic mean filter are all effective 
noise reduction techniques for this type of noise. Salt and pepper noise appears in images when quick 
transients, such as improper switching, occur. 
 

 
Fig. 3. Lena image with Salt and Pepper 
noise [11] 

 
For salt and pepper noise, the pixels taken are either salt value (grey levels are equal to 255) or 

pepper value (greyscale equal to 0). The image presented will have the presence of a black and white 
spots [8,15]. While salt and pepper are one of the two noises that appear in impulse noise, this noise 
had taken half of the total noise respectively. Then conclusion can be made that p is the total noise 
density, hence salt and pepper will have p/2 of the image density. This can be mathematically 
presented as follow. 
 

𝑌𝑖𝑗 = {
0 𝑜𝑟 255 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝
𝑥𝑖𝑗 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝑝

           (4) 

 
Where yij denotes the noisy image pixel, the total noise density of impulse noise and xij is the 
uncorrupted image pixel. At times the salt noise and pepper noise may have different noise densities 
and thus the total noise density will be p=p1+p2. 

While for arbitrary valued impulse noise, the grey level value between 0 and 225 will be randomly 
chosen. In this case, noise is randomly distributed over the complete image, and the probability of 
incidence of any grey level value as noise will be the same. Thus, mathematically represent arbitrary 
valued impulse noise as the following equation. 
 

𝑌𝑖𝑗 = {
𝑛𝑖𝑗 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝

𝑥𝑖𝑗 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝑝
           (5) 

 
Where nij is the grey level value of the noisy pixels. 
 
3.3 Poisson Noise 
 

The nonlinear response of the image detectors and recorders influences Poisson noise formation. 
This noise occurs mostly in poor or low lighting conditions and relied on the image data acquisition 
process. 
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The image data reliant term occurs due to the image detection and recording processes that 
concern random electron emission having a Poisson distribution with a mean response value. Due to 
the mean and variance of a poison distribution being identical, the image-dependent term has a 
standard deviation if it is assumed that the noise has a unity variance [16,17]. This noise is formulated 
as follows, obeys the Poisson distribution. 

𝑃(𝑓(𝑝𝑖)) = 𝑘 =
𝜆𝑘𝑖𝑒−𝜆

𝑘!
             (6) 

 
The following Figure 4 shows the distribution of Poisson noise on digital images. 
 

 
Fig. 4. Lena image with Poisson noise [11] 

 
While in Poisson-Gaussian noise distribution, the model carried Poisson distribution follows with 

Gaussian distribution. The Poisson-Gaussian noise model can be presented in the following manner. 
 
𝑍(𝑗, 𝑘) = 𝛼 ∗ 𝑃𝛼(𝑗, 𝑘) + 𝑁𝛼(𝑗, 𝑘)           (7) 
 
where, Pα symbolized Poisson distribution and Nα for Gaussian distribution [18]. The following Figure 
5 shows Poisson-Gaussian noise images. 
 

 
Fig. 5. House image with Poisson-Gaussian 
noise [18] 

 
3.4 Speckle Noise 
 

This type of noise diffuse reflection makes it a complicated event that disturbs the observer to 
differentiate fine details of the image during analysis as shown in following Figure 6. 
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Fig. 6. Lena image with Speckle noise [11] 

 
The presence of speckle noise in images is caused by random interference among coherent 

returns that follow a gamma distribution [19]. The equation is given as follows. 
 

𝐹(𝑔) =
𝑔𝛼−1𝑒

−𝑔
𝑎

𝛼−1!𝑎𝛼
             (8) 

 
4. Classification of De-Noising Techniques 
 

Researchers have proposed multiple methods of image de-noising techniques, this is due to noise 
degradation that occurs in digital image processing [20,21]. The work is required to decrease noise 
without losing image features such as edges, corners, and other sharp structures. Hence, the de-
noising technique are being discussed in the next subchapter. However, each of the techniques 
discuss has its own support in image processing, this will be used as a reference for promising 
direction in future research. The following Figure 7 illustrated the filters diagram. 
 

 
Fig. 7. Classification of image de-noising techniques 

 
4.1 Spatial Filter 
 

This type of filter can be classified into two categories are Linear Filters and Non-Linear Filters. 
The choice of using spatial filters is where the situations of the image have additive noise presence, 
thus spatial filter are employed. 

In a situation where only additive noise is present, the best method of choice to de-noising the 
noise is a linear filter. In terms of MSE, a mean filter is the best linear for Gaussian noise. Sharp edges 
are blurred, lines are obliterated, and other fine features of the image are destroyed. In terms of 
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MSE, a mean filter is the best linear filter for Gaussian noise. While, the wiener filtering approach 
necessitates knowledge of the noise and original signal spectra, and it only works well if the 
underlying signal is smooth [3,22]. The Wiener approach applies spatial smoothing, and the model 
complexity control and corresponds to window size selection. 

For the Mean filter, by minimizing the intensity fluctuations between adjacent pixels, this filter 
smoothed out an image. The mean filter is a type of averaging filter. Each pixel in the signal is given 
a mask. As a result, each component of a pixel that falls inside the mask is averaged to create a single 
pixel. The biggest issue is that the Mean filter's edge preservation requirements are inadequate [23]. 

Mean filter work simply by a sliding-window filter that replaces the pixel value on the center part 
of kernel window with the average mean of all the pixel values [24]. Figure 8 shows the mean filter 
kernel convolution. This type of filter can be classified into two categories are Linear Filters and Non-
Linear Filters. The choice of using spatial filters is where the situations of the image have additive 
noise presence, thus spatial filter are employed. 
 

 
Fig. 8. Classification of image de-noising techniques 

 
𝑀𝑒𝑎𝑛 = (17 + 14 + 13 + 21 + 64 + 62 + 42 + 54 + 61)/9 = 38.8889 ≈ 39     (9) 
 

Thus, a Mean filter is the best fit filter for Gaussian noise in terms of MSE. While in Wiener filter, 
is a statistically based filter for filtering out the noise that has damaged a signal and this filter can be 
used to obtain the desired frequency response. Wiener filter takes a distinct method to filter by 
filtering from a different angle [24,25]. Thus, it is necessary to understand the spectral features of 
the original signal and noise to perform filtering operations. By meeting the conditions, one can 
obtain the linear time-invariant (LTI) filter, whose output will be as similar to the original signal as 
possible. This is due to the output of filters being mathematically expressed as the convolution of the 
input with the impulse response. The Wiener filter’s aim is to have a minimum mean-square error 
(MSE) where the difference between original images and the new produce image should be as 
minimum as possible. The equation of the Wiener filter is as follow: 
 

𝑊(𝑥, 𝑦) =
𝐻∗(𝑥,𝑦)𝑆𝑓(𝑥,𝑦)

||𝐻(𝑥,𝑦)||
2

𝑆𝑓(𝑥,𝑦)+𝑆𝑛(𝑥,𝑦)
                     (10) 

 
where the H(x,y) is the degradation function while H*(x,y) is the complex conjugate of degradation 
function. The function of ||H (x,y)||2 = H(x,y)H*(x,y), is the total of degradation time the complex 
conjugate of degradation function. Meanwhile, both Sn (x,y) and Sf (x,y) are the power spectrum of 
noise and the power spectrum of the ungraded or original image. In conclusion, linear filters are used 
for both general-purpose tasks such as image or video contrast enhancement, de-noising, and 
sharpening. Besides, linear filter work as well for object or feature specific tasks like target matching 
and feature enhancement. 

Spatial filters apply low pass filtering to groups of pixels, assuming that noise is concentrated in 
the higher frequency range of the spectrum. Normally, spatial filters reduce noise to a great level, 
but at the cost of blurring images, which obscures picture edges and make the picture become 
invisible. Therefore, non-linear filters can remove multiplicative noise without the need to identify it. 
Several nonlinear filters have recently been created. 

17 14 13 17 14 13

21 64 62 21 39 62

42 54 61 42 54 61

Replacing
center pixel
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A Median filter is the most basic nonlinear filter that examines each pixel in the image individually 
and compares it to its neighbors to determine whether it is representative of its surroundings. Rather 
than merely replacing the pixel value with the mean of nearby pixels value, the median of those 
values is used instead. 

In image processing, Median filters are applied to remove multiplicative noise such as Gaussian, 
salt and pepper, and random noise that appear on the image during data collection or data transfer. 
As mentioned earlier, the Median filter preserves the edges during noise removal since it scans all 
the incoming data with a Median function that is known as a window. 

The windows number is set as either odd or even, the center pixel of a M×M neighbor is replaced 
by the median value of the corresponding window. The M×M can be presented as 3×3, 5×5, or 7×7 
kernel of pixels which is moved over the entire image. The kernel convolution concept can be 
presented in Figure 9 as follow. 
 

 
Fig. 9. 3×3 Neighbor 

 
Calculations on the Median filter is done by sorting the surrounding neighbour pixel value either 

by ascending or descending order, then the middle pixel value is being assumed and the process is 
repeated until all the pixels are counted. 
 
4.2 Transform Domain Filtering 
 

The transform domain technique is highly effective, although it's a little more difficult to explain. 
In this filtering technique, the choice of basic functions is heavily affected its classification. Non-data 
adaptive and data-adaptive basis functions are two types of functions. A small number of researchers 
mostly focus on non-data adaptive transformations because it is more often used [4,26]. 

In data-adaptive transform, Independent Component Analysis (ICA) is a new method that has 
recently attracted widespread interest. Non-Gaussian data was successfully de-noised using the ICA 
approach. One of the advantages of employing ICA is that it assumes a non-Gaussian signal, which 
makes it easier to de-noise images with both non-Gaussian and Gaussian distributions. The 
computational cost of ICA-based approaches is higher than wavelet-based approaches since it uses a 
sliding window and requires a sample of noise-free data or at least two image frames from the same 
scene. It may be challenging to obtain noise-free training data in some applications. 

Therefore, non-data adaptive filters are divided into two different classes which both known as 
spatial frequency domain and wavelet domain. Spatial frequency filtering uses low pass filters with 
FFT. To design the cut-off frequency are predefine, and this filter passes all frequencies lower than 
the cut-off frequency while attenuating all frequencies higher than the cut-off frequency. By 
executing filtering in the frequency domain, 2D Fourier transformations and a filter multiply are 
computationally faster than performing a convolution in the image (spatial) domain. 

Wavelet transform is the most studied transform in the de-noising technique; hence the DWT 
creates a signal energy concentrate in a minimum number of coefficients, these reason makes the 
researcher choose to work with the wavelet domain. Thus, the small number of coefficients of DWT 
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increase the SNR and vice versa. Wavelet filtering techniques have the advantage of concurrently 
providing temporal and frequency localization [27]. 

Furthermore, wavelet approaches characterize such signals far better than the original domain 
or transformations with global basis elements, such as the Fourier transform. However, there is 
limitation on using the wavelet domain since it relies on the wavelet base selection thus may cause 
image shown in the wavelet domain cannot be present clearly if the selection is done are unfit. 
 
5. De-Noising Methods and Applications 
 

This section discusses the results obtained from the surface pressure measurement study. The 
effects of angle of attack, Reynolds number and leading edge bluntness are discussed in the next sub 
section. There are numerous advantages to digital image processing versus analogue image 
processing. Image processing enables a considerably broader range of methods to be applied to the 
input data, avoiding issues such as noise accumulation and signal distortion during image processing. 
Different types of noise such as Gaussian noise, salt and pepper noise, speckle noise, and poison 
noise is usually used to image enhancement before proceeding with the de-noising process. 

Existing research recognizes the critical role played by image de-noising, hence Remenyi et al., 
[28] explain in detail the wavelet transform process compared to non-linear filter. The wavelet 
transform is based on a global multi-scale analysis of images, unlike non-linear filters. It is well known 
that the time-frequency localization of a single wavelet function has a limit. A method for image de-
noising was devised using a multi-wavelet filter bank. De-noising in the wavelet domain essentially 
entails obtaining an optimal estimate of the original signal. As a result, the wavelet basis for de-
noising should be carefully chosen that an optimal estimate of the wavelet coefficients can be 
converted to an ideal estimate of the original signal. 

In a case study of wavelet transform by Scapaticci et al., [29], the post-processing de-convolution 
is applied to improve the de-noising algorithm. In this study, the researcher created a blur function 
to corrupt the original image to present the performance of the basic wavelet-based image de-
noising technique. The benefit of the proposed approach is demonstrated as the reconstruction of 
de-noised pictures from the non-negative Garrote Curvelet shrinkage rule and UDW coefficients 
Experimental. The results show that this strategy improves image quality and reduces MSE, 
particularly when the image is affected by substantial AWG noise. 

Image restoration is a technique used in digital image processing to recover a corrupted original 
image from the blurred and noisy images produced by motion blur, noise, and other factors such as 
environmental influences and camera miss focus. Referring to the previous study on inverse and 
wiener filters used to restore a car sample image that had been corrupted by motion blur and random 
noise [30]. Therefore, inverse filters are known as a handy filter in image restoration if a correct 
degradation function for the corrupted image can be modelled. Even if the images are not corrupted 
by noises, it still performs admirably. 

Nevertheless, when images are corrupted by noises, the inverse filter’s performance degrades 
dramatically as high pass filters due to noise tend to be high frequency. While for wiener filter, it 
combines a low pass and a high pass filter which resulted to it functioning actively in the presence of 
additive noise in the image. Wiener filter performs a de-convolution also known as high pass filtering 
operation to invert motion blurring, as well as compression operation to remove additive noises 
[8,31,32]. In this study, both inverse and wiener filters are applied to the corrupted image then 
comparisons are made. The result of the study shows that in absence of noise, both filters function 
well in reconstructing the original image from its degraded counterpart. However, when additive 
noise is present, the wiener filter outperforms inverse filtering in terms of restoration. 
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A considerable amount of literature has been published on image processing since it is beneficial 
in a large area of studies and works, hence de-noising techniques vary depending on its benefit to 
the problem that occur during the process. Some techniques may work, and some are limited to 
certain boundaries. Thus, a deep study of image processing will probably solve some of the limitations 
at the time and help improve image restoration. Furthermore, wavelet approaches characterize such 
signals far better than the original domain or transformations with global basis elements, such as the 
Fourier transform. However, there is limitation on using the wavelet domain since it relies on the 
wavelet base selection thus may cause image shown in the wavelet domain cannot be present clearly 
if the selection is done are unfit. Table 1 shows the de-noising methods and its application. 
 

Table 1 
De-noising methods and application 
Reference Objective De-noising Methods Applications 

Remenyi et al., [28] This paper proposed a Bayesian 
model technique in the domain of a 
complex scale-mixing discrete initary 
compactly supported wavelets 

Wavelet shrinkage 
methods using 
complex-valued 
wavelet transforms 

Digital image 
restoration (Lenna 
photo) 

Scapaticci et al., [29] This paper aims to solve a challenging 
non-linear and ill-posed 
electromagnetic inverse scaterring 
problem using robust method for 
quantitative Microwave imaging 
(MWI) in medical applications 

Wavelet-Based 
Regulation for roust 
microwave imaging 

Imaging in medical 
applications 

Khan et al., [30] The proposed Inverse and Wiener 
filters in this paper were to restore 
the noisy image from random noise 
added, particularly motion blurred 
and noisy motion blurred images 

Inverse and Wiener 
filtering 

Digital image 
restoration (photo 
of car) 

Ilesanmi et al., [8] This paper offered different CNN 
techniques that had been elaborated 
and studied for potential challenges 
and directions for future research 

Convolutional neural 
network (CNN) 

Digital Image 

Lebrun [31] This paper proposes open-source 
implementation of BM3D method by 
enhancing a group of similar 2D 
images patches into 3D groups 

Block-Matching and 
3D filtering (BM3D) 

Digital images 
(photo of 
Valldemosa) 

Mbarki et al., [33] This paper discusses the fundamental 
methods in filtering theory by 
implemented Wiener, and BM3D filter 
on blurred images. The degraded 
images first were de-convoluted in 
Fourier space by parametric Wiener 
filtering then BM3D filter was applied 
to eliminate the noise 

Wiener filter, and 
Block-Matching and 
3D filtering (BM3D) 

Non-blind image 
restoration 
scheme 

Sigit et al., [34] In the pre-processing stage, Median 
filter was applied on the blood cell 
images to perform filtering to 
eliminate the unwanted noise before 
proceeding with colour conversion 

Median filter Human blood cells 
(Identification of 
Leukaemia 
diseases) 
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6. Conclusions 
 

Digital image processing has various benefits over analogue image processing. Image processing 
allows a far greater choice of procedures to be applied to the input data, avoiding concerns such as 
noise build-up and signal distortion. Before beginning with the de-noising process, several forms of 
noise such as Gaussian noise, salt and pepper noise, speckle noise, and poison noise are commonly 
employed to improve the image. Hence, this paper review and study the existing noise and de-noising 
technique by evaluate and elaborate based on Table 1. Finally, the review helps to understand de-
noising analogy and its application in future studies. 
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