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The purpose of this study is to examine the chattering phenomenon in DC motor speed 
control technique using Model Free Sliding Mode Controller (MFSMC). The method 
used is to manipulate the switching tnah function and switching sign function in the 
Grey Wolf Optimizer (GWO) model and Velocity Aided Grey Wolf Optimizer (VAGWO) 
algorithm. The model is analyzed by MATLAB and SIMULINK programs through control 
model and DC motor model. The study results show that chattering of DC motor speed 
control is greatly eliminated by using the hyperbolic tangent function (tanh) instead of 
the signum function. Therefore, it can be concluded that the performance of MFSMC 
can be greatly improved by manipulating the switching function. The tanh switching 
function in motor speed control can affect Gradual Change so as to reduce the 
possibility of sudden or drastic changes in control output that can cause chattering, 
besides the tangent switching function can help reduce system sensitivity to 
disturbances or noise. The use of MFSMCs with hyperbolic switching functions can lead 
to an increase in the lifetime of electric motors, and improve the reliability of power 
quality in grid systems. 
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1. Introduction 

 
Chattering, an undesirable phenomenon characterized by high-frequency oscillations in the 

control signal, is a significant challenge in sliding mode control (SMC) systems. To reduce chattering 
in Model Free Sliding Mode Controller (MFSMC) implemented with optimization algorithms such as 
Grey Wolf Optimizer (GWO) and Velocity Aided Grey Wolf Optimizer (VAGWO). The study delves into 
chattering in DC motor speed control via the Model Free Sliding Mode Controller (MFSMC), 
comparing the efficacy of hyperbolic tangent (tanh) and signum (sign) switching functions within the 
Grey Wolf Optimizer (GWO) and Velocity Aided Grey Wolf Optimizer (VAGWO) models.  

The switching sign function is responsible for determining the direction of the control input, while 
the tanh function helps in controlling the rate of change of the control signal. In the context of 
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chattering elimination, the switching sign function dictates the polarity of the control input, ensuring 
smoother transitions and reducing abrupt changes. On the other hand, the tanh function aids in 
controlling the rate of change, effectively smoothing out rapid fluctuations and contributing to 
improved stability in the system. 

Utilizing MATLAB and SIMULINK, the research aims to mitigate chattering, a prevalent issue in 
sliding mode control systems, by investigating which switching function offers smoother control 
signal transitions. This analysis holds implications for optimizing control strategies in engineering 
applications, particularly DC motor speed control, to enhance system stability and reliability. 

In this research paper, we present an innovative approach to the speed control of a DC motor 
using an optimized model-free sliding mode controller (SMC). The primary objective of this study is 
to address the challenges associated with chattering, a common issue that arises in conventional 
sliding mode control (SMC) techniques, by introducing modifications to the sign function and the 
tanh function within the controller design. The DC motor is utilized as the plant in this study, and its 
parameters are as follows: Armature resistance (Ra) was 0.4 Ohm, Armature inductance (𝐿𝑎) was 2.7 
Henry, Moment of inertia (J) was 0.0004 kg.m2, Viscous friction of 0.0022 N.m.s/rad, Torque 
coefficient (𝐾𝑡) was 0.015 N.m/A, and Back emf coefficient (𝐾𝑏) was 0.05 V.s. The novelty of this work 
lies in three key aspects: the use of a DC motor as the plant, the modification of the sign function and 
tanh function within the GWAO and VAGWO algorithms, and the detailed analysis of the chattering 

The system model in conventional sliding mode control [1], is incorporated into the control law 
by substituting the model for the derivative of the highest order state into the expression for the 
time derivative of the sliding surface, which must be equal to zero once on the surface. Chattering 
problem often occurs in sliding mode design [2], to reduce the chattering effect is used a boundary 
layer in the control law form. Tracking precision was reduced but the control effort became smooth, 
which is required in most of control system applications. The model free SMC approach is based on 
previous control inputs, state measurements and the knowledge of the system order, the derivation 
process follows the format of conventional SMC but with the system model replaced with the 
approximation [3-5]. Some results on proportional integral derivative and model free sliding mode 
control are sliding mode control on multi input multi output system [6], control of  twin rotor 
aerodynamic systems [7], comparing of PID and sliding mode controllers for quadrotor [8], controller 
of reverse osmosis desalination plants [9], load frequency control in microgrid with electrical vehicle 
[10], control of [8], control of unmanned aircraft system [5], speed regulation of permanent magnet 
synchronous motor [11], balance control of vehicle system [12], regulate blood glucose level [13], 
robotic exoskeleton [14], soft landing control of single-coil reluctance actuators [15], speed control 
of DC motor [16]. The chattering phenomenon in industrial control systems refers to the rapid and 
erratic switching of the control signal [17], which can lead to undesirable vibrations and wear in 
mechanical components. The chattering phenomenon in the controller system can have a significant 
impact on the speed of the DC motor [18]. The rapid and erratic switching of the control signal can 
lead to rapid fluctuations in the motor speed, causing instability and oscillations in the system [19]. 
This can result in increased wear and tear on mechanical components, decreased precision in speed 
control, and reduced overall system performance. 

The Grey Wolf Optimizer and Velocity Aided Grey Wolf Optimizer are effective tools for chattering 
elimination in industrial control systems [20]. Research has shown that by manipulating the switching 
tanh function and switching sign function within these optimization models, the chattering 
phenomenon can be significantly mitigated. These functions play a crucial role in controlling the rapid 
and erratic switching of the control signal, thereby reducing undesirable vibrations and wear in 
mechanical components. 
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The switching sign function is responsible for determining the direction of the control input, while 
the tanh function helps in controlling the rate of change of the control signal. By optimizing these 
functions within the GWO and VAGWO models, the abrupt changes in the control input due to 
chattering can be smoothed out, leading to improved stability and reduced oscillations in the system 
[21]. 

This study analyses the vibration that occurs in DC motor speed control using a model-less 
optimised sliding mode controller. Previous studies by Firdaus et al [22] demonstrated the 
importance of DC motor speed control systems with PID controllers, which provided a foundation for 
further research in the development of more advanced control techniques. Azeem and Zidan [23] 
highlighted the challenges in DC bus voltage control in microgrids, relevant to DC motor control 
problems in a wider environment. Related research by Jasim and Abd [24] and Aazmi et al. [25] 
highlighted system performance improvement through optimisation and cooling techniques, which 
served as inspiration for the optimisation approach in our study. The results of this study are also 
expected to inspire innovation in vehicle control technology as described by Pramudi et al [26] and 
Wibowo [27], as well as wider applications in energy control systems as presented by Islam et al [28] 
and Selamat et al. [29] and Shamitha et al. [30]. The optimisation approach used in our research takes 
inspiration from the technique used by Nurul Hajar et al. [31] in 3D printing parameter optimisation, 
which shows significant potential in the application of more efficient and effective control 
technology. 

The contribution of this article is in Control optimization with MFSMC controller plays an 
important role in many aspects, in the field of machine communication [32], batching systems in data 
processing techniques [33] regulation in energy conversion through turbine blade angle [3]. 

The rest of this paper is organized as follows: Section II explains the mathematical model of a dc 
motor. The design of PID controller describes in Section III, while Section IV describes design of 
MFSMC controller. Section V addresses the simulation results and analysis of result controller, and 
Section VI provides the conclusions. 

 
2. Methodology 
2.1 DC Motor Model 

 
In this paper a schematic diagram of a DC motor is shown in Fig. 1. The speed control of DC motor 

is provided by a fixed permanent magnetic field and adjusting armature voltage. The difference 
between voltage from feeder (ea) and voltage at the motor terminals (eb) is calculated using Equation 
(1), where the Ra is  armature resistance (Ω), ia is armature current (A), La is armature inductance (H), 
and differential of armature current (ia) versus time (dt). The voltage at the motor terminals (𝑒𝑏(𝑡)) 
is expressed in Eq. (2), where Kb is electromotive force constant (V.s/rad) and 𝜔 is angular speed of 
motor shaft (rad/s). The (𝑖𝑎(𝑡)) is determined by (3) with Kb is electromotive force constant (V.s/rad). 
The torque of the load inertia (T(t)) is determined using Eq. (4), where the J is inertia torque of motor 
(kg.m2).TL is load torque (N.m)  and B is motor friction constant (N.m.s/rad). The T(t) can also be 
calculated by multiplying the motor torque constant (Kt) and ia as show in Equation (5). Laplace 
transform of the ratio of 𝜔(𝑠) dan ea(s) for DC motor according to Fig. 1, simply is shown as Equation 
(6) and eb(s) for DC motor is solved with Equation (7), and  torque motor is calculated by Equation 
(8). Correlation motor speed 𝜔(𝑠) s a function of the armature voltage  𝑒𝑎(𝑠) expression by Equation 
(9). Equation (10) refines this expression, simplifying it to emphasize the combined effects of these 
parameters on the motor's behavior.  

The Equation (11)  further simplifies the motor’s speed response, reducing the transfer function 
to a more concise form, which illustrates the motor's overall response characteristics as influenced 
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by the applied armature voltage. Finally, Equations (12) and (13) offer a state-space representation 

of the system, where the state variables 𝑋̇1and 𝑋̇2 represent the motor’s angular speed and its 
derivative. 

 

Fig. 1. DC Motor Schematic Diagram 
 

Table 1 
DC Motor parameter 

Parameter Value 

Armature resistance 𝑅𝑎 0.4 Ω 

Armature inductance 𝐿𝑎  2.7 H 

Moment of inertia 𝐽 0.0004 kg.m2/s2 

Fiscous friction 𝐵 0.0022 N.m.s/rad 

Torque coefficient 𝐾𝑡 0.015 N.m/A 

Back emf coefficient 𝐾𝑏 0.05 V.s/rad 

𝑒𝑎(𝑡) − 𝑒𝑏(𝑡) = 𝑅𝑎𝑖𝑎(𝑡) + 𝐿𝑎

𝑑𝑖𝑎(𝑡)

𝑑𝑡
 (1) 

𝑒𝑏(𝑡) = 𝐾𝑏𝜔(𝑡) (2) 

𝑖𝑎(𝑡) =
𝑒𝑎(𝑡)

𝐿𝑎
−

𝐾𝑏

𝐿𝑎
𝜔(𝑡) −

𝑅𝑎

𝐿𝑎
𝑖𝑎(𝑡) (3) 

𝑇(𝑡) = 𝑇𝑙 + 𝐽
𝑑𝜔(𝑡)

𝑑𝑡
+ 𝐵𝜔(𝑡) (4) 

𝑇(𝑡) = 𝐾𝑡𝑖𝑎(𝑡) (5) 

𝐸𝑎(𝑠) = (𝐿𝑎𝑠 + 𝑅𝑎)𝐼𝑎(𝑠) + 𝐸𝑏(𝑠) (6) 

𝐸𝑏(𝑠) = 𝐾𝑏𝜔(𝑠) (7) 

𝑇(𝑠) = 𝐾𝑡𝐼𝑎(𝑠) (8) 

𝜔(𝑠)

𝑒𝑎(𝑠)
=   

𝐾𝑡

𝐽𝐿𝑎

(((𝑠 +
𝑅𝑎

𝐿𝑎
) (𝑠 +

𝐵
𝐽 )) +

𝐾𝑏𝐾𝑡

𝐽𝐿𝑎
)

 (9) 
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𝑒𝑎

𝐾𝑡

𝐽𝐿𝑎
= 𝜔̈ + (

𝑅𝑎

𝐿𝑎
+

𝐵

𝐽
) 𝜔̇ +  (

𝑅𝑎

𝐿𝑎
.
𝐵

𝐽
+

𝐾𝑏𝐾𝑡

𝐽𝐿𝑎
) 𝜔 (10) 

𝜔̈ + 5.64𝜔̇ +  1.509𝜔 = 13.89𝑒𝑎 (11) 

𝑋1 = 𝜔(𝑡), 𝑋2 = 𝑋̇1 = 𝜔̇(𝑡),  𝑋̇2 = 𝜔̈(𝑡), 𝑌 =  𝑋1 = 𝜔(𝑡), 𝑢 = 𝑒𝑎(𝑡) (12) 

 𝑋̇2 = −5.64𝑋2 − 1.509𝑋1 + 13.89𝑢 (13) 

 
Fig. 2 shows the block diagram of control system with optimizer for DC motor speed control. The analysis 

of chattering in an optimized model-free sliding mode controller for DC motor speed control follows a 

structured approach. Initially, the controller is designed without relying on a predefined model, employing 
optimization to determine the optimal switching gain K and the constant 𝜆 slope for the sliding surface. As 
illustrated, the reference input is combined with feedback from the motor's output to compute an error, which 
is then sent to both the controller and the optimizer. 

The optimizer uses an algorithm guided by the ITAE (Integral of Time-weighted Absolute Error) objective 
function to process the error and identify the ideal values K and the constant 𝜆 slope. These values are then 
utilized by the controller to regulate the motor, achieving optimal control performance and reducing 
chattering. 

 

 
Fig. 2. The block diagram of control system with optimizer for DC motor speed control 

2.2 Parameter Setting 

Table 5 shows the Parameter settings of the GWO and VAGWO Algorithms used in the model simulation 
using MATLAB. The simulation results table presents the parameter settings for two algorithms, namely GWO 

and VAGWO, used in the experiment. The GWO algorithm has a parameter setting of a=[2,0], while VAGWO 
has several parameter settings, including c=[1,0], a=[√2,0], k=[0.9,0.4], and v_max=0.1[ub-lb]. Both algorithms 
employ 30 search agents and a maximum iteration number of 50. The lower bounds for k and λ are [0.1 0.1], 
whereas the upper bounds are [5000 5000]. With these parameters, both algorithms are expected to conduct 
effective searches and achieve the desired outcomes within the specified number of iterations. 
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Table 2  
Parameter settings of the GWO and VAGWO Algorithms 

Algorithm Parameter settings 

GWO 𝑎 = [2, 0] 

VAGWO 𝑐 = [1, 0] ;  𝑎 = [√2, 0] ;  𝑘 = [0.9, 0.4] ;  𝑣𝑚𝑎𝑥 = 0.1[𝑢𝑏 − 𝑙𝑏] 

Search agent 30 

Maximum iteration number 50 

Lower bounds for k and 𝜆 [0.1 0.1] 

Upper bounds for k and 𝜆 [5000 5000] 

2.3 Input Control Algorithm 

To derive the control input equation, the procedure is outlined as follows: 

a) The derivation process follows the conventional sliding mode control format but with the 

system model replaced by its approximation (14), where n is the system order, 𝑥(n) is the 

system state to be controlled, 𝑢 is the control input, and 𝑢𝑘−1 is the previous control input 

value.  

b) The sliding surface is defined as in (15) with 𝜆 being the positive constant slope of the sliding 

surface, and 𝑥̃(t) = 𝑥(t) – 𝑥d(t), where 𝑥(t) is the measured state and 𝑥d(t) is the desired state 

to be tracked. The control rule is defined as in (16). Since the system contains uncertainties, 

a discontinuous term is added to the control rule to bring the system trajectory to the sliding 

surface. The control rule is then defined as in (17), where 𝜂 is a small positive constant, and 

sign(s) is the signum function of the sliding surface s. 

c) The Lyapunov Direct Method is used to ensure the system trajectory is asymptotically stable 

during the reaching phase when the trajectory is not on the sliding surface. A positive definite 

Lyapunov candidate function is defined as in (19), meeting the criteria to ensure asymptotic 

stability. By differentiating the Lyapunov candidate function and substituting it into the sliding 

surface (20), and substituting equation (14) and the control effort from equation (17), we 

obtain equation (21). The Lyapunov function is always negative definite for positive values of 

𝜂, thus satisfying the Lyapunov stability criteria and realizing the control effort 𝑢 as in 

equation (17). 

d) The control effort and switching gain are obtained through the control rule in equation (17), 

leading to equation (17), where K is the switching gain to be determined and derived to ensure 

closed-loop stability according to Lyapunov during the reaching phase, becoming equation 

(23). The sliding condition, according to equation (21), and the derivative of equation (19) are 

used to find the minimum value of K as in equation (24).  

e) Using the definition of the sliding surface, the system form, and the control rule in equation 

(22), we get equation (25). From the above derivation, it is concluded that the switching gain 

K must be greater than or equal to 𝜂 to ensure stability during the reaching phase. 

f) The MFSMC control consists of equivalent control corresponding to the sliding phase reaching 

phase when s(t) = 0 and switching control corresponding to the reaching phase when s(t) ≠ 
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0. Furthermore for reducing the chattering on the signum function, the signum switching 

function  replaced by the tanh switching function that relaxation of the gradient of signum 

function, so that  equation (22)  become (26). 

𝑥(n) ≈ 𝑥(n) + 𝑢 − 𝑢𝑘−1 (14) 

s = (𝑑/𝑑𝑡+ 𝜆)𝑛−1𝑥̃(t) (15) 

𝑢̂(t) = - (𝑑/𝑑𝑡+ 𝜆)𝑛 𝑥̃ + 𝑢𝑘−1 (16) 

𝑢 = - (𝑑/𝑑𝑡+ 𝜆)𝑛 𝑥̃ + 𝑢𝑘−1 − *sgn(s) (17) 

𝑠𝑖𝑔𝑛(𝑠) = {

1, 𝑖𝑓 𝑠 > 0
0, 𝑖𝑓 𝑠 = 0

−1, 𝑖𝑓 𝑠 < 0
 

(18) 

𝑉(𝑥) =
1

2
𝑠2 > 0    (19) 

𝑉̇(𝑥) = 𝑠 [(
𝑑

𝑑𝑡
+ 𝜆)𝑛𝑥̃(𝑡)] 

(20) 

𝑉̇(𝑥) = −η|𝑠| <  0 (21) 

𝑢 = - (𝑑/𝑑𝑡+ 𝜆)𝑛 𝑥̃ + 𝑢𝑘−1 – K*sgn(s) (22) 

𝑠𝑠̇ =
1

2

𝑑

𝑑𝑡
𝑠2 ≤ −η|𝑠| 

(23) 

−𝐾|𝑠| ≤ −η|𝑠| (24) 

𝐾 ≥ η (25) 

𝑢 = - (𝑑/𝑑𝑡+ 𝜆)𝑛 𝑥̃ + 𝑢𝑘−1 – K*tanh(s) (26) 

2.4 Chattering Reduction  

Conventional SMC schemes often experience chattering, which is a high-frequency oscillation in 
the switching control law. A large switching control gain can speed up convergence but causes 
chattering at steady state, while a small gain causes slow convergence. To avoid high-frequency 
oscillations in the controlled system, smooth switching is required, which is strongly recommended 
in the literature. Chattering in the control input can make DC motor applications impractical, so 
fractional approximation, saturation, or hyperbolic tangen (tanh) functions are used to smooth the 
control input in SMC schemes with relative degree one or two. In addition, drift, twisting, super-
twisting, and sub-optimal sliding mode controllers are developed to overcome chattering without 
requiring a model of the controlled system. A tanh-based super-twisting controller was also recently 
proposed to produce smoother control inputs, making the tanh function a top choice in smoothing 
SMC control inputs. In this study, to achieve smooth transitions in switching control, tanh functions 
with smoothing constants are used instead of sign functions. 
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Therefore, in this article, we apply a tanh function with a smoothing constant in place of the sign 
function to achieve smoother transitions in switching control. This approach is designed to reduce 
chattering effects and improve system stability, ensuring smoother and more efficient responses. As 
a result, the method not only optimises control performance but also improves reliability and 
practical application to various control systems. The implementation of the tanh function in this 
context offers an innovative solution that can be applied to complex and diverse control scenarios, 
as outlined as in (14). 

a. GWO (Grey Wolf Optimizer) 

Grey Wolf Optimizer (GWO) was developed by Mirjalili et al. in 2014 [22]. This metaheuristic 
algorithm uses swarm intelligence to mimic the leadership hierarchy and hunting behavior of grey 
wolves in nature, translating these behaviors into mathematical models. Grey wolves prefer to live 
and hunt in packs, and their population is divided into four hierarchical groups: alpha, beta, delta, 
and omega. 

The alpha wolves are the leaders, making all critical decisions regarding hunting. The betas, who 
occupy the second level, assist the alphas in decision-making and other group activities. The delta 
wolves follow the alphas and betas but dominate the omegas, who are at the lowest level of the 
hierarchy and submit to the other wolves. Essentially, if a wolf is neither an alpha nor a beta, it is a 
delta. The most crucial wolves in the pack are the alphas and betas, as they guide the omegas to 
regions with the highest hunting potential. This structured approach ensures efficient and strategic 
hunting, which the GWO algorithm leverages to solve optimization problems effectively. 

 The Grey Wolf Optimizer (GWO) begins the optimization process by randomly generating a 
pack of wolves (initial solutions). In each iteration, the three fittest wolves, known as alpha, beta, and 
delta, are identified as the leaders, while the remaining wolves are called omegas. The omegas 
encircle the best wolves to explore the most promising regions in the search space. These wolves act 
as search agents, aiming to find the optimal solution to the optimization problem. As each search 
agent circles the three best agents in the search space, the arithmetic average of the updated 
positions of the alpha, beta, and delta wolves is ultimately adopted as the new position for each 
search agent. This process helps guide the search towards the optimal solution efficiently. 
 

b. VAGWO (Velocity Aided Grey Wolf Optimizer) 

In the original Grey Wolf Optimizer (GWO) [34], the search agents lack velocity as a defining 
feature to aid them in their exploration process. Their movement within the search space relies solely 
on sequential adjustments of their velocity towards the leading agents, resulting in irregular and 
discontinuous motion from one iteration to the next. This means that a particular search agent might 
approach a leading agent in the current iteration, but if the leading agent shifts its position, the search 
agent promptly alters its trajectory to follow the new lead. Consequently, this fragmented movement 
pattern among search agents within the search space may lead to potential deviations, causing the 
loss of numerous potentially beneficial positions within the search space and thus resulting in 
premature convergence. 

Introducing the notion of velocity could serve to address these issues, aiding search agents in 
maintaining consistent trajectories and enhancing their exploration capabilities. This approach could 
help strike a balance between exploration and exploitation phases during the optimization process, 
ultimately averting premature convergence. In the Velocity-Aided Grey Wolf Optimizer (VAGWO), 
initial random velocities are assigned to each search agent (wolf) when deciding their movements 
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towards the alpha, beta, and delta wolves, and initial random positions are determined for each 
agent (wolf) within the search space. Consequently, each search agent assumes both velocity and 
position in each dimension of the optimization problem. Following this, the agents undergo 
evaluation, and the three most promising agents are designated as the alpha, beta, and delta wolves, 
tasked with guiding the remaining agents (omega wolves) towards optimal solutions. 

 
3. Results and Discussion 
 

The control model of Fig. 2 has been successfully simulated using MATLAB SIMULINK program by 
observing the response of the plant system with the implementation of swithing tnah function and 
swithing sign function in the Grey Wolf Optimizer (GWO) model and Velocity Aided Grey Wolf 
Optimizer (VAGWO) model. presented as in Fig. 4. 

 
Fig. 3. Optimisation performance of GWO-MFSMC and VAGWO-
MFSMC algorithms with ITAE objective function 

 

Simulation is carried out using MATLAB SIMULINK program where GWO and VAGWO optimisers 
are subjected to sign and tanh switching functions separately. Implements of gain (K) and slope (λ) 
values are from 0.1 to 5000 to obtain the optimisation parameter values, then these optimisation 
parameter values are used in the control system. The simulation results show a fast system response 
to follow the reference signal. 

Table 3 shows the Integral of Time-weighted Absolute Error (ITAE) serves as a method to evaluate 
the control system's performance by assessing the error between the desired output and the actual 
output. ITAE measures the quality of the control system's response, with a focus on minimizing errors 
over a longer duration. In the context of a DC motor control system, ITAE is used to gauge the 
performance of the controller regulating the motor's speed, ensuring prompt attainment of the 
desired speed while minimizing long-term errors. 

Simulation results indicate that the GWO-MFSMC algorithm with the sign switching function 
yielded an ITAE of 0.00045. Conversely, the VAGWO-MFSMC algorithm with the sign switching 
function produced a lower ITAE. 
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The lower ITAE value associated with VAGWO-MFSMC suggests its superiority in minimizing long-
term errors compared to GWO-MFSMC. This implies that the VAGWO-MFSMC controller achieves 
the desired motor speed more rapidly and consistently maintains optimal performance despite 
disturbances or speed variations. 

Thus, these simulation findings affirm that VAGWO-MFSMC with the sign switching function 
outperforms GWO-MFSMC concerning ITAE, making it the preferable choice for a DC motor control 
system. 

Table 3 
ITAE performance optimization 

Algorithm-Controller Switching Function 
Performance indices 

ITAE  

GWO-MFSMC  sign 0.00045 

VAGWO-MFSMC  sign 0.00029 

 
Based on the simulation results presented in Table 4, the control parameters (k and λ) for both 

algorithms (GWO-MFSMC and VAGWO-MFSMC) demonstrate relative stability, despite variations in 
the switching functions (sign and tanh). For the GWO-MFSMC algorithm with the sign switching 
function, the value of k is 5000.00 and λ is 83.16, while for the VAGWO-MFSMC algorithm with the 
sign switching function, the value of k is 4999.96 and λ is 114.91. When the switching function is 
changed to tanh, the value of k remains the same for both algorithms (5000.00 for GWO-MFSMC and 
4999.96 for VAGWO-MFSMC), while the value of λ changes to 83.16 for GWO-MFSMC and 114.91 for 
VAGWO-MFSMC. This indicates that the control parameters have been well optimized to achieve the 
desired performance in the DC motor control system, unaffected by variations in the switching 
functions. Both algorithms, GWO-MFSMC and VAGWO-MFSMC, demonstrate comparable abilities in 
producing stable and effective control parameters, whether with the sign or tanh switching functions. 
The response of the DC motor control system remains consistent and stable despite changes in the 
switching functions, indicating good adaptability to these variations. Thus, these simulation results 
confirm that the DC motor control system has exhibited stable and effective performance, with the 
ability to maintain optimal performance under various control settings. 
 

Table 4 
MFSMC controller parameters for DC motors by various 
algorithms 

Algorithm-Controller 
Switching 
Function 

Controller Parameter 
k λ 

GWO-MFSMC sign 5000.00 83.16 

VAGWO-MFSMC sign 4999.96 114.91 

GWO-MFSMC tanh 5000.00 83.16 

VAGWO-MFSMC tanh 4999.96 114.91 

3.1 Tracking Respons Model  

Fig. 4 shows the tracking performance of switching functions. In our model analysis realm, the 
electrifying scene unfolds as the DC motor surges with operational voltage. Amidst this charged 
atmosphere, the model reveals its intrinsic nature, while the reference response exudes an air of 
ideal perfection. Enter the GWO-MFSMC sign and VAGWO-MFSMC sign functions, casting hues of 
blue and yellow across the canvas, painting a vivid portrait of relentless high-frequency ripples that 
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ripple ceaselessly. In this captivating display, the GWO-MFSMC sign and GWO-MFSMC tanh lines 
move in tandem, while the VAGWO-MFSMC sign line confidently ascends above its tanh counterpart. 
Rise time, a pivotal measure, steps into the spotlight on our stage. Here, VAGWO tanh shines 
brightest, boasting a lightning-fast rise time of 0.0269, a compelling testament to its swift 
responsiveness. Amidst the commotion, both GWO-MFSMC sign and VAGWO-MFSMC sign 
harmonize softly, their impact subtle yet profound. Nevertheless, amidst this orchestration, GWO-
MFSMC tanh and VAGWO-MFSMC tanh take the lead, gracefully converging to meet the reference 
line with unwavering precision, underscoring the undeniable prowess of the tanh switch function in 
guiding them towards optimal performance. 

 

 

Fig. 4. The tracking performance of switching functions 

Table 5 presents the response performance of the GWO-MFSMC and VAGWO-MFSMC algorithms 
under different switching functions. The table shows that the VAGWO-MFSMC algorithm with the 
tanh switching function has the smallest rise time, indicating that this algorithm produces the fastest 
response compared to the other three algorithms. 
The smallest settling time value is also achieved by the VAGWO-MFSMC algorithm. This implies that 

this algorithm facilitates a rapid response to reach the steady state. 

Regarding overshoot, both the GWO-MFSMC and VAGWO-MFSMC algorithms with the tanh 
switching function result in zero overshoot. This indicates that the tanh switching function effectively 
eliminates overshoot in the system. 
 

Table 5 
Profile Response Perfomance 

Algorithm-Controller 
Switching 
Function 

Response Perfomance 

Rise time (s) Settling time (s) Overshoot (%) 

GWO-MFSMC  sign 0.0302 0.0566 0.0089 

VAGWO-MFSMC  sign 0.0270 0.0482 0.0088 

GWO-MFSMC  tanh 0.0302 0.0565 0 

VAGWO-MFSMC tanh 0.0269 0.0481 0 
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3.2 Controller Input Result 

The importance of the performance of input Controller using GWO-MFSMC and VAGWO-MFSMC 
controls on the switching sign function lies in its ability to significantly improve the stability and 
response of the system. GWO-MFSMC and VAGWO-MFSMC. By using this control, it can be observed 
that the system can quickly adapt to the reference signal.  
 

  
Fig. 5. Chattering Frequency of control input of sign 

switching function on GWO-MFSMC and 
VAGWO-MFSMC 
 

Fig. 6. Control input performance of sign switching 
function on GWO-MFSMC and VAGWO-MFSMC 

Fig. 5 shows the chattering frequency from GWO-MFSMC and VAGWO-MFSMC controls. The 
results show that GWO and VAGWO with sing switching function produce the same frequency. 
Control input performance of sign switching function on GWO-MFSMC and VAGWO-MFSMC controls. 
Control inputs generated from GWO-MFSMC and VAGWO-MFSMC controllers with sign switching 
function show somewhat different characteristics. GWO-MFSMC and VAGWO-MFSMC produce 
chattering with a high frequency of 1100 Hz and the same amplitude. Fig. 6 shows the Transient 
performance from sign switching function on GWO-MFSMC. The GWO-MFSMC sign produces a faster 
response where the time point of respons on 0.017s. while the response of VAGWO-MFSMC sign 
occurs at 0.023s. 
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Fig. 7. control input Performance of tanh switching function 
on GWO-MFSMC and VAGWO-MFSMC controls 

 
Fig. 7 shows the control inputs generated from GWO-MFSMC and VAGWO-MFSMC controllers 

with tanh transfer function show that the control signals from GWO-MFSMC and VAGWO-MFSMC 
have no chattering and GWO-MFSMC tanh produces a faster response. 

 

 

Fig. 8. energy consumption by GWO-MFSMC sign, GWO-MFSMC tanh, 
VAGWO-MFSMC sign, and VAGWO-MFSMC tanh. 
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Fig. 8 shows the energy consumption profile with the implementation of the control method using 
various algorithms, namely GWO-MFSMC sign, GWO-MFSMC tanh, VAGWO-MFSMC sign, and 
VAGWO-MFSMC tanh. From this figure, it can be seen that the GWO-MFSMC sign and GWO-MFSMC 
tanh algorithms show high energy consumption and continue to grow linearly. Up to 2 seconds, the 
energy consumption has not reached steady state. In contrast, the VAGWO-MFSMC sign and 
VAGWO-MFSMC tanh algorithms show low energy consumption, with steady state reached within 
0.04 seconds. 

 
Table 6 
Comparison of control energy based on controller variation and switching function 

Algorithm-Controller 
Switching 
Function 

Control Energy = ∫ 𝒖𝟐𝑻

𝟎
𝒅𝒕 (Ws) Energy (Wh) 

GWO-MFSMC sign 235758.15 65.49 

VAGWO-MFSMC sign 209661.81 58.24 

GWO-MFSMC tanh 1126.71 0.31 

VAGWO-MFSMC tanh 1018.0 0.28 

 
The control energy, or the energy consumption by the controller to control the DC motor, can be 

seen in Fig. 8 and Table 6. From these results, it is clear that the VAGWO-MFSMC method with the 
tanh switching function has the lowest energy consumption, while the GWO-MFSMC with the sign 
switching function has the highest energy consumption. 

shows the average electrical energy consumption by control algorithm. It can be seen that GWO-
MFSMC sign and VAGWO-MFSMC sign algorithms consume energy continuously up to infinity, while 
the control method with GWO-MFSMC and VAGWO-MFSMC algorithms together using the tanh 
switching function, consume relatively small average energy, which is ≥0.31 Wh. And the energy 
consumption of the VAGWO-MFSMC algorithm with tanh switching function is the smallest. 
 
4. Conclusions 

 
The performance of four control algorithms, GWO-MFSMC and VAGWO-MFSMC, on a DC motor 

model using sign and tanh switching functions has been successfully observed using MATLAB and 
SIMULINK. A sliding mode control model, based solely on state measurement and previous control 
input, has been designed. To reduce the chattering effect, a boundary layer smoothing technique 
was employed within the controller. This controller, when implemented for speed control of the DC 
motor, proved to be robust and stable. The sliding condition was maintained at all times and the 
control effort response was smooth. 

Several additional observations can be made: higher values of gain (K) and slope (λ) result in a 
faster system response. Regarding system response, the VAGWO-MFSMC algorithm significantly 
impacts rise time and settling time, and the tanh switching function influences the system's 
overshoot. In terms of energy efficiency, implementing the switching functions in the GWO-MFSMC 
and VAGWO-MFSMC algorithms has been shown to reduce energy consumption in the DC motor 
control technique. 
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