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Object detection is an essential task in the field of computer vision and a prominent 
area of research. In the past, the categorization of raw and dry Tamanu fruits was 
dependent on human perception. Nevertheless, due to the progress in object 
detection, this task can currently be computerized. This study employs three deep 
learning object detection models: You Only Look Once v5m (YOLOv5m), Single Shot 
Detector (SSD) MobileNet and EfficientDet. The models were trained using images of 
Tamanu fruits in their raw and dry state, which were directly collected from the dryer 
device. Following the completion of training, the models underwent evaluation to 
identify the one with the highest level of accuracy. YOLOv5m demonstrated superior 
performance compared to SSD MobileNet and EfficientDet, achieving a mean average 
precision (mAP) of 0.99589. SSD MobileNet demonstrated exceptional performance in 
real-time object detection, accurately detecting the majority of objects with a high level 
of confidence. This study showcases the efficacy of employing deep learning object 
detection models to automate the classification of Tamanu fruit.  
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1. Introduction 
 

In the areas of industrial machinery and automotive engineering, the significance of lubrication 
cannot be overstated. Lubricants are indispensable for minimizing friction and abrasion between 
surfaces in motion, thereby enhancing performance, extending the lifespan of equipment and 
lowering operational expenses [1,2]. Mineral oils are frequently selected as lubricants due to their 
cost-effectiveness and versatility. However, due to the growing demand for lubricants, there is a 
pressing need for sustainable alternatives that are both ecologically sound and efficient [3]. 

Bio-lubricants obtained from non-edible oil sources are seen as a promising solution to tackle this 
urgent issue [4]. Tamanu, scientifically known as Calophyllum inophyllum, is a promising source for 
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producing bio-lubricants [5]. The widespread occurrence of Tamanu in tropical areas, combined with 
its high oil production and inedible properties, makes it a promising choice to produce 
environmentally-friendly lubricants [6]. The attempt to utilize Tamanu oil for bio-lubricants not only 
provides a more environmentally friendly option compared to mineral oils, but also takes advantage 
of local resources, promoting regional growth and independence [7]. 

However, obtaining and improving the quality of Tamanu oil present distinctive obstacles [8], 
such as the time-consuming nature of conventional approaches and the requirement for effective 
categorization methods to distinguish between raw and dry Tamanu fruits [9]. In order to overcome 
these obstacles, it is essential to employ innovative techniques that combine technology and 
research [8-10]. 

Furthermore, the latest progress in deep learning object detection algorithms presents 
possibilities for enhancing production processes [11-14]. In a study conducted by Groener and 
colleagues (2020), various object detection algorithms were compared to assess their precision and 
efficiency in detecting fracking well pads and small cars [15]. Their research emphasizes the efficacy 
of single-stage algorithms in detecting well pads, whereas two-stage and multi-stage models 
demonstrate exceptional performance in identifying small cars. In a similar manner, Kim et al., [16] 
conducted a comparison of one-stage detector algorithms and found that YOLOv5s is the most 
efficient. It achieves accuracy like YOLOv5l and has a speed like MobileNetv2 FPN-lite. 

This study aims to investigate the viability of using Tamanu oil as a feedstock for bio-lubricants. 
The focus is on improving the methods used for processing and classifying the fruit. The project aims 
to automate the classification of Tamanu fruit based on moisture content by utilizing advanced deep 
learning object detection algorithms, specifically YOLOv5 [17,18]. This will streamline production 
processes and improve efficiency. The research aims to determine the most appropriate algorithm 
for accurately distinguishing between raw and dry Tamanu fruits by evaluating the performance of 
different object detection models. 

The purposes are to capture images of Tamanu fruits in controlled conditions, apply various deep 
learning algorithms for fruit classification and perform a thorough analysis to identify the algorithm 
with the highest classification accuracy. This study aims to contribute to the progress of sustainable 
lubricant production by utilizing local botanical resources for economic and environmental 
advantage. It is an interdisciplinary endeavour. 

 
2. Methodology  

 
This system was developed by capturing images of raw and dry Tamanu fruits in a controlled 

environment to ensure uniform lighting and a standardized background. High-resolution cameras 
with consistent settings were used and regular checks maintained the environment's integrity. The 
captured images were manually annotated to accurately label the fruits, followed by preprocessing 
steps like resizing, normalizing pixel values and augmenting the dataset with techniques such as 
rotation, flipping and scaling. 

Three deep learning object detection algorithms—YOLOv5m, SSD MobileNet and EfficientDet—
were trained using these prepared datasets under identical conditions [19,20]. Performance 
evaluation utilized metrics such as mean average precision (mAP), precision, recall and F1 score, with 
models tested on a diverse validation set of images [21]. A comparative analysis considered detection 
speed, confidence scores and classification accuracy. The best-performing model was further 
optimized and fine-tuned to enhance its accuracy and efficiency. This methodology, outlined in the 
flow chart in Figure 1, aims to develop an efficient and reliable system for classifying Tamanu fruits, 
aiding the production of sustainable bio-lubricants. 
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Fig. 1. Flow chart 

 
3. Results  
3.1 Collect Images 

 
In this project, a custom dataset is used instead of publicly available datasets like MS COCO or 

PASCAL VOC 2008 [22,23]. Images of Tamanu fruits are taken in two conditions: raw and dry. Previous 
students from the TOPS group have already collected images of raw and dry Tamanu fruits, but these 
images were not captured in a suitable environment, negatively impacting detection accuracy. To 
achieve the first objective of capturing raw and dry Tamanu fruits in a suitable environment, images 
were taken directly inside the dryer device depicted in Figure 2. 

This controlled environment ensures uniform lighting and background, minimizing external 
variations and enhancing the object detection models' performance [24]. High-resolution images 
were captured using a digital camera with consistent settings for exposure, focus and white balance. 
Each image was manually annotated to accurately label the raw and dry Tamanu fruits. The images 
were then pre-processed to enhance their quality and suitability for the object detection models, 
including resizing, normalizing pixel values and augmenting the dataset with techniques like rotation, 
flipping and scaling to increase training data diversity. By using this method, the project makes sure 
that the custom dataset is of high quality and can be used to train deep learning object detection 
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models [25]. This makes the models better at telling the difference between raw and dry Tamanu 
fruits, which increases their accuracy and dependability. 

 

 
(a) 

 

 
(b) 

Fig. 2. Images taken from (a) previous TOPS group (b) dryer device 
 
3.2 Collect Images 

 
Once the images of raw and dry Tamanu fruits have been gathered, they are sorted into two 

distinct folders named "raw" and "dry." Subsequently, it is imperative to assign labels to these 
images, as this process is vital for the training of machine learning models. For the purpose of 
labelling, we utilize "labelImg," a commonly employed graphical image annotation tool, in this 
project. LabelImg facilitates efficient and precise image annotation, simplifying the process of 
generating datasets for image recognition tasks. LabelImg is the preferred choice among various 
software options for image labelling due to its user-friendly interface and strong functionality [26]. 
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This step guarantees that our dataset is adequately prepared for subsequent analysis and model 
training. 

 

 
(a) 

 

 
(b) 

Fig. 3. Folder of (a) raw images (b) dry images 
 
The interface allows users to exhibit images and initiate the labelling procedure, which entails 

delineating bounding boxes around the objects to be detected and assigning the suitable class to 
each object. It is possible to assign labels to multiple objects in a single image. In order to optimize 
the labelling process and enhance the performance of the model, it is possible to implement various 
measures. First and foremost, make sure to draw the bounding boxes as tightly as feasible around 
the objects. The precision of the object detection model aids in enhancing its ability to accurately 
identify objects, thereby minimizing the occurrence of false positives and enhancing the overall 
performance of object detection. Furthermore, include photographs of the objects captured from 
multiple perspectives and in diverse lighting conditions. The presence of diverse data in the dataset 
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enhances the model's ability to generalize, thereby increasing its robustness and accuracy in 
detecting objects across various real-world situations [27]. By adhering to these procedures, the 
calibre of the annotated data is improved, which in turn facilitates more efficient training of the 
object detection model and ultimately yields superior precision and dependability in the detection 
and classification of objects. 
 

 
Fig. 4. Labelled raw and dry Tamanu fruits 

 
3.3 Comparison Results 
3.3.1 Results for YOLOv5m 

 
The entire process of training YOLOv5m on a dataset consisting of 200 images of raw Tamanu 

fruits and 200 images of dry Tamanu fruits was completed in 1.409 hours. The model obtained a 
precision score of 0.994, a recall score of 0.996 and a mAP (mean Average Precision) of 0.974.  

The precision-confidence curve demonstrates the relationship between the precision of the 
model and the confidence levels at which it operates [28]. It provides insight into the accuracy of the 
model's predictions as the confidence thresholds are modified. The recall-confidence curve illustrates 
the relationship between recall and confidence levels, indicating how well the model can identify 
true positives as the thresholds for confidence change [29].  

The precision-recall curve illustrates the correlation between precision and recall, showcasing 
how these metrics are influenced by variations in the decision threshold [30]. The F1 score, a 
composite measure of precision and recall, varies depending on the confidence threshold. This is 
demonstrated by the F1 score vs. confidence curve. This curve illustrates the fluctuation of the 
model's trade-off between precision and recall at various confidence levels, offering valuable insights 
into its overall performance. 
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(a) 

 
(b) 

  
(c) (d) 

Fig. 5. (a) Precision-confidence curve (b) recall-confidence curve (c) precision-recall curve (d) F1-
confidence curve 
 

 
Fig. 6. YOLOv5m real-time detection 
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3.3.2 Results for SSD MobileNet 
 
The process of training SSD MobileNet on a dataset consisting of 200 images of raw Tamanu fruits 

and 200 images of dry Tamanu fruits was completed in a mere 10 minutes. Nevertheless, the model's 
performance metrics demonstrate a diminished level of accuracy in comparison to YOLOv5m. The 
achieved precision value is 0.899, whereas the recall value is considerably lower at 0.089, resulting 
in a mAP (mean Average Precision) of 0.079. These metrics indicate that although the model can be 
trained quickly, its capacity to accurately identify and categorize Tamanu fruits is relatively restricted. 

 
 

 
(a) 

 

 
(b) 
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(c) 

Fig. 7. (a) SSD MobileNet mAP graph (b) SSD MobileNet Recall graph (c) SSD MobileNet total loss 
graph 

 

 
Fig. 8. SSD MobileNet real-time detection 

 
3.3.3 Results for EfficientDet 

 
Training EfficientDet on a dataset of 200 images of raw Tamanu fruits and 200 images of dry 

Tamanu fruits took 1.5 hours. The model achieved a precision value of 0.854 and a recall value of 
0.084, resulting in a mAP (mean Average Precision) of 0.079. These performance metrics indicate 
that, despite the similar training duration to SSD MobileNet, EfficientDet also struggled with low 

0.8987 
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recall and mAP, reflecting limitations in accurately detecting and classifying Tamanu fruits in this 
specific setup. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 9. (a) EfficientDet mAP graph (b) EfficientDet recall graph (c) EfficientDet total loss graph 
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Fig. 10. EfficientDet real-time detection 

 
In order to make a comparison of which deep learning object detection algorithm is better, the 

performance of each method is evaluated. The test was performed with 200 images of raw Tamanu 
fruits and 200 images of dry Tamanu fruits. The important parameters which need to be look at to 
do comparison between these object detection models are the precision, recall, mean Average 
Precision (mAP), F1-score and the time taken for the training to be completed. The value of precision 
and recall at IoU=0.5:0.95 are chosen for all these algorithms to evaluate these performances. 

The graph which has been generated for YOLOv5m is different with SSD MobileNet and 
EfficientDet due to different type of deep learning frameworks [18-20]. The results of all three deep 
learning object detection are summarized in Table 1 below. 

 
Table 1 
Evaluation of algorithms 

 YOLOv5m SSD MobileNet EfficientDet 
Precision 0.974 0.899 0.854 
Recall 0.996 0.089 0.084 
mAP 0.99589 0.08857 0.09927 
F1score 0.9848 0.1619 0.1529 
Training time 1.4 hour 0.1 hour 1.5 hour 
Framework Pytorch Tensorflow Tensorflow 

 
YOLOv5m has outperformed the other two models with the highest value of accuracy where it 

has 0.974 compared to SSD MobileNet and EfficientDet with mAP value of 0.899 and 0.854 
respectively. YOLOv5m has the highest value for recall with 0.996. However, both of object detection 
model by Tensorflow framework which are SSD MobileNet and EfficientDet achieve very low value 
of recall which are 0.089 and 0.084 respectively. The value of mAP and F1-score are calculated by 
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using the precision and recall value, which means that YOLOv5m will always outperform both SSD 
MobileNet and EfficientDet in terms of mAP value and F1-score [18-20]. YOLOv5m is ranked as 
number one, followed by SSD MobileNet and EfficientDet. 

The time taken for the images to be trained by YOLOv5m is 1.4 hour which is longer than SSD 
MobileNet, which only need 0.1 hour to train. The time taken for EfficientDet is 1.5 hour, the longest 
time needed to train among these 3 algorithms. However, when using real-time object detection, 
SSD MobileNet outperforms YOLOv5m and EfficientDet [18-20]. SSD MobileNet able to detect most 
of the Tamanu fruits correctly and has the high value of confidence interval for each of the detected 
Tamanu fruits if compared to YOLOv5m and EfficientDet for real-time detection. 

 
4. Conclusions 

 
The raw and dry Tamanu fruits were gathered in a controlled setting using a drying apparatus, 

guaranteeing reliable and superior data for training purposes. These fruits were classified using three 
advanced deep learning object detection algorithms: YOLOv5m, SSD MobileNet and EfficientDet. 
Each algorithm exhibited efficacy in differentiating between unprocessed and dehydrated Tamanu 
fruits. After careful evaluation, YOLOv5m proved to be the superior model, demonstrating the 
highest precision and recall values. This indicates its exceptional performance in accurately classifying 
fruits. SSD MobileNet outperformed YOLOv5m and EfficientDet in real-time object detection, 
particularly in practical scenarios where fast detection is crucial. The discrepancy in performance 
underscores that distinct models, with their individual architectural foundations, provide diverse 
strengths. Although YOLOv5m offers superior mean average precision (mAP) and recall values, the 
real-time detection advantage of SSD MobileNet highlights the inherent trade-offs between accuracy 
and speed. In this context, EfficientDet did not achieve comparable precision, recall and mAP 
performance despite having similar training times to SSD MobileNet. 
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