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ARTICLE INFO ABSTRACT 

  
Medical imaging plays a critical role in clinical decision-making and patient care. 
However, the presence of high levels of noise in medical images can significantly impact 
the accuracy of diagnosis and subsequent analysis. In recent years, joint segmentation 
and registration models have emerged as an effective alternative approach for 
enhancing medical images. Nevertheless, traditional methods, such as the Chan-Vese 
model, face challenges when dealing with images with high levels of noise. To address 
this limitation, this paper introduces a different approach that incorporates generalized 
mean into the joint model. Our joint model combines the generalized mean-based image 
segmentation which utilizes the fuzzy-membership function, modified normalized 
gradient fields and linear curvature for registration task. The performance of the 
proposed model is tested on 2D synthetic and real medical images with and without the 
presence of the white Gaussian noise. Then it is compared to the existing joint model 
using three evaluation criterions which are Dice coefficient metric, registration value 
and computational time. The proposed joint model improved by 60% according to the 
numerical results when tested on images with high level of noise. The model is useful 
and beneficial to the radiologists to perform quantitative analysis in assessing disease 
progression, response to treatment, and overall patient health. 

Keywords: 

Variational model; segmentation; 
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1. Introduction 
 

Medical imaging plays a crucial role in modern healthcare by enabling accurate diagnosis and 
treatment planning. However, the presence of noise in medical images poses a significant challenge 
to both clinicians and researchers. High-noise medical images hinder not only visual interpretation 
but also impede subsequent analysis and processing tasks. In recent years, various techniques have 
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been proposed to enhance such images. For instance, Ismail et al., [1] developed a variational 
approach-based model for denoising and segmenting noisy images.  However, achieving both noise 
reduction and preservation of vital anatomical details remains a formidable task. Meanwhile, joint 
segmentation and registration (JSR) models for medical images have shown remarkable potential by 
simultaneously addressing both tasks of segmenting anatomical structures and aligning images for 
accurate comparison and analysis. 

There are numerous works related to JSR models, with many of them utilizing active contour 
based variational approaches. The models are based on active contour without edges, also known as 
the Chan-Vese (CV) model proposed by Chan and Vese [2]. Wali et al., [3] considered the CV model 
to be one of the most successful classical models in variational image segmentation. The CV model 
has been a popular choice for image segmentation in JSR models. In 2011, Le Guyader and Vese [4] 
presented a combined matching criterion based on the CV model for topology preservation in 
segmentation task and incorporating the nonlinear elastic principle as the regularization term. This 
allowed for more significant deformation in their JSR model. 

Ibrahim et al., [5] improved upon the JSR model Le Guyader and Vese [4] by incorporating 
regularized Heaviside sum of the squared difference (SSDH) into the model and substituting the 
previous regularization term with the linear curvature model by Fischer and Modersitzki [6], resulting 
a smoother transformation. However, SSDH is only effective when the images have comparable 
intensities. Swierczynski et al., [7] further proposed the merging of the CV model with active dense 
displacement field estimations based on level set formulation. Nevertheless, these variational 
methods mentioned only work with mono-modal images. 

Mono-modal images are derived from a single imaging modality, such as magnetic resonance 
imaging (MRI), computed tomography (CT), or ultrasound whereas multi-modal images are created 
by combining data from different imaging modalities. This fusion of information enhances the 
diagnostic capabilities by offering a comprehensive view of the underlying anatomy and pathology 
such as PET-CT fusion combines positron emission tomography (PET) and CT scans to obtain 
metabolic information from PET along with precise anatomical localization from CT. It is useful for 
cancer staging, detecting metastases, and evaluating treatment response. 

Significant advancements have been made in research to accommodate multi-modal images, as 
these images are more difficult to segment and register due to their different intensities as 
mentioned in Li et al., [8]. For instance, Ademaj et al., [9] used the CV segmentation model and 
improved the joint model by Ibrahim et al., [5] with weighted Heaviside in mutual information (MI) 
into the JSR model for multi-modal images deformation. Ibrahim et al., [10] further upgraded the 
joint model in Ademaj et al., [9] by replacing weighted Heaviside MI (MIH) for the registration task 
with weighted Heaviside normalized gradient fields (NGFH), focusing on non-rigid multi-modal 
images. The joint model outperforms MIH in terms of JSR tasks when tested using the same medical 
images as Ademaj et al., [9]. Additionally, Begum et al., [11] developed a JSR model by using 
Bhattacharyya distance to deal with noise and intensity differences in multi-modal registration. Their 
JSR model also outperformed the JSR model in [9] when tested with a variety of noise levels.  

Despite the advancements towards multi-modal images, these variational JSR models have a few 
limitations. Firstly, most of these JSR models are designed to improve registration task only. It was 
discovered that to enhance the registration task, the segmentation task must also be improved. This 
is because the segmentation provides an initial guess to help the registration task to transform the 
images in the JSR model as mentioned in Pawar et al., [12]. Secondly, no further research or 
experiments have been conducted on noisy images. On top of that, the CV segmentation model is 
known to perform poorly on images with inhomogeneous intensities and the model is sensitive to 
high levels of noise as mentioned in Ali et al., [13]. Furthermore, the minimization of CV model is non-
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convex which can lead to local minima, which makes the optimization process challenging [14]. 
Therefore, the aim is to enhance the segmentation task in the JSR model and evaluate it on noisy 
multi-modal images. 

In addition to the active contour models, a different approach in variational models can 
accommodate images with noise and outliers which is the fuzzy theory and logic based variational 
model [15]. Fuzzy logic is a mathematical framework that deals with uncertainty and imprecision in 
data. In image processing, fuzzy logic is used to handle and manipulate images based on their fuzzy 
or uncertain characteristics. The pixels in the images can belong to more than one group and set of 
membership level is associated with each pixel. Based on Alawad et al., [16], fuzzy logic is superior to 
other approaches because it accounts for the inherent lack of exactness in many situations, 
structuring its understanding to accommodate uncertainty. Krinidis and Chatzis [17] were the first to 
pioneer the integration of the fuzzy logic into the active contour framework. This novel fuzzy energy-
based active contour can deal with objects with discontinuous or extremely smooth and undefined 
gradient boundaries. The fuzzy energy function acts as the model motivation power, evolving along 
the contour until it reaches the desired object boundary, which is determined by image color and 
spatial elements instead of the image gradient. This model is expressed in terms of a pseudo-level 
set function, where the active contour is represented by a particular value of the level set function 
known as the fuzzy membership function. 

Wu et al., [18] enhanced the prior work of Krinidis and Chatzis [17] by incorporating a kernel 
metric that can detect boundaries precisely and perform well with images in the presence of noise, 
outliers, and low contrast. Mondal et al., [19] proposed a robust fuzzy energy based active contour 
that integrates information from both local and global energy terms. Local information which consists 
of the spatial distance and pixel intensity are used to cope with high intensity inhomogeneity and 
image noise, while global information is required to prevent undesirable outcomes due to poor 
initialization. Mondal [20] initiated a new multi-phase fuzzy energy based active contour model that 
emphasizes on multiple regions instead of two regions. It was inspired by Krinidis and Chatzis [17] 
with an upgraded version of the new multi-phase pseudo level set framework. 

Rahman et al., [21] and Ali et al., [22] extended segmentation based fuzzy logic approach by using 
a fuzzy membership function and power mean. It is an effective segmentation model for images with 
multiple objects and various types of noise. Instead of a pseudo level set function, Rahman et al., [21] 
used the fuzzy membership function to reject the local minima. The new power mean was developed 
to mitigate the negative effect of outliers. The proposed model in Rahman et al., [21] produced 
superior segmentation results compared to other well-known fuzzy logic-based segmentation 
models when dealing with images with a high level of noise. 

Inspired by Rahman et al., [21] and Ali et al., [22], the power mean or generalized mean (GM) for 
segmentation, along with NGFH and linear curvature for registration from Ibrahim et al., [10], are 
integrated to enhance the performance of the JSR model with high-noise multi-modal images. To the 
best of our knowledge, this is the first time a fuzzy membership function approach has been 
implemented in the JSR framework that focuses on noisy multi-modal images. Before describing the 
model, the previous related work of the fuzzy-based JSR model is mentioned. El-Melegy and Mokhtar 
[23] initiated the integration of fuzzy framework into simultaneous segmentation and registration 
model. However, they used the prior information to segment the brain MRI into the fuzzy C-Mean 
algorithm. Here, the registration process was done using sum squared differences (SSD) which is only 
suitable for mono-modal applications. Then, El-Melegy et al., [24] extended their work by embedding 
level set method into the FCM clustering for the dynamic contrast-enhanced magnetic resonance 
imaging (DCE-MRI) kidney datasets. Despite employing the level set method, the model in El-Melegy 
et al., [24] consists of a shape prior model that must be trained for their registration to function 
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correctly. As is widely known, train models are limited and dependent on the datasets that are 
available, whereas no training is required by our model. 

This paper focuses on the JSR model using the GM and fuzzy membership function-based 
segmentation model as well as NGFH with linear curvature as the regularization term for registration. 
The performance of the proposed JSR model is evaluated and compared with a variational JSR model 
that used the CV model and NGFH namely as the CV-NGFH model, initiated by Ibrahim et al., [10] 
using the Dice coefficient metric, 𝑅𝑒𝑔𝑝 and computational time. The images used in the evaluation 

are 2D multi-modal images comprising sets of synthetic and real multi-modal images from Ademaj et 
al., [9] and Ibrahim et al., [10] with additional white Gaussian noise. The proposed model which 
consists of the GM and the NGFH denoted as GM-NGFH outperformed the state-of art model when 
the images have high level of noise. 

The structure of this paper is as follows: In the first section, an overview of the GM segmentation 
model and the CV-NGFH model is presented. Next, the proposed JSR model is introduced in the 
second section. In the third section, a comparison is made using three performance metrics on 2D 
real and synthetic medical images. Conclusions of this paper are described in the last section.  

 
2. Methodology  
2.1 Generalized Mean (GM) Model  
 

Defined an image 𝐼 on Ω ⊂ ℜ2, and Ω𝑖 ⊆ Ω are disjoint connected open subsets with a piecewise 
smooth boundary 𝐶 where 𝐼(𝑥) > 0 is the intensity value at a certain pixel in which 𝑥 = (𝑥1, 𝑥2). The 
minimization functional of GM is expressed as: 
 
𝐹(𝑧(𝑥), 𝑐1, 𝑐2) = 𝜇 ∫  |𝛻𝑧(𝑥)|𝑑𝑥

𝛺
+ ∫  𝑤(𝑥)|𝐼(𝑥) − 𝑐1|

2[𝑧(𝑥)]2𝑑𝑥
𝛺

+ ∫  
𝛺

 𝑦(𝑥)|𝐼(𝑥) − 𝑐2|
2   

[1 − 𝑧(𝑥)]2𝑑𝑥                       (1) 
 
where the fuzzy membership function, 𝑧(𝑥) are defined as follow: 
 
𝐶 = {(𝑥1, 𝑥2) ∈ Ω ∶ 𝑧(𝑥) = 0.5},

 inside (𝐶) = {(𝑥1, 𝑥2) ∈ Ω ∶ 𝑧(𝑥) > 0.5},

 outside (𝐶) = {(𝑥1, 𝑥2) ∈ Ω ∶ 𝑧(𝑥) < 0.5}
          (2) 

 
along with, 
 
𝑤(𝑥) = (|𝐼(𝑥) − 𝑐1|

2)𝑝−1, and           (3) 
 
𝑦(𝑥) = (|𝐼(𝑥) − 𝑐2|

2)𝑝−1            (4) 
 
where 𝑝 represents the power value in which 𝑝 ≠ 0. The parameter 𝑝 controls the contribution of 
each sample’s element by handling each of them differently according to their significance. It is 
selected based on the desired properties, such as sensitivity to outliers or robustness to noise. The 
values of 𝑐1 and 𝑐2, the inside and the outside of the 𝐶 are updated through 𝑤(𝑥) and 𝑦(𝑥) in Eq. (3) 
and Eq. (4) for each step until it converges. The values of 𝑐1 and 𝑐2 are given by: 
 

𝑐1 =
∫  Ω  𝑤(𝒙)I(𝒙)[z(𝒙)]𝑝𝑑𝒙

∫  Ω  𝑤(𝒙)[z(𝒙)]𝑝𝑑𝒙
, 𝑐2 =

∫  Ω  𝑦(𝒙) I(𝒙) [1−z(𝒙)]𝑝𝑑𝒙

∫  Ω  𝑦(𝒙) [1−z(𝒙)]𝑝𝑑𝒙
         (5) 
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By keeping 𝑐1 and 𝑐2 fixed in Eq. (1), then minimized 𝐹(z(𝒙), 𝑐1, 𝑐2) with respect to z and μ = 0, it 
becomes: 
 

𝑧 =
1

1+(
𝑤(𝑥)|𝐼(𝑥)−𝑐1|2

𝑦(𝑥)|(𝑥)−𝑐2|2
)
             (6) 

 
Based on Rahman et al., [21], the updated value of z(𝑥) is used in the Euler-Lagrange equation 

obtained by minimized 𝐹(z(𝑥), 𝑐1, 𝑐2) with respect to z and μ ≠ 0. The Euler-Lagrange equation is 
solved by introducing 𝜏 as an artificial time and using fully explicit scheme. The GM segmentation 
model framework is summarized in Table 1. 
 

Table 1 
Algorithm 1: GM segmentation model framework 
BEGIN 

Input: Image, 𝑰(𝒙) 

Output: The segmentation of image, 𝒛(𝒙)  

1. Initialization: 

𝑰, 𝒑, 𝝁,  𝒎𝒂𝒙𝒊𝒕 

2. For 𝒊𝒕𝒆𝒓 = 𝟏,… . . ,𝒎𝒂𝒙𝒊𝒕  

(a) Update 𝒘(𝒙) and 𝒚(𝒙) using Eq. (3) and Eq. (4).  

(b) Update the value of  𝒄𝟏 and 𝒄𝟐 using Eq. (5). 

(c) Update 𝐳(𝒙) using Eq. (6). 

(d) Update 𝐳(𝒙) using explicit scheme (refer to equation 39 in Rahman et al., [21].) 

3. End For. 

4. Compute the segmentation of the image 𝑰 using 𝒛(𝒙). 

END 

 
2.2 Chan-Vese and Modified Normalized Gradient Fields (CV-NGFH) 
 

Ibrahim et al., [10] incorporates the CV model as their segmentation model, NGFH and linear 
curvature as regularization term concentrating on non-rigid multi-modal registration. In their JSR 
model, the authors modified NGF by Haber and Modersitzki [25] and incorporating regularized 
Heaviside function which becomes the CV-NGFH model. Let the template image denotes as T and the 
reference image as R. Ibrahim et al., [10] aim to match the template image and segment the 
reference image to demonstrate the deformation of the displacement field lead by the segmentation 
task. The joint model applied the CV model as their segmentation model to segment T to produce 
the zero-level set, 𝜙0(𝑥). The image T is a bounded function, and it is formed by two regions that are 
separated by a curve or contour Γ. Let Γ represent the region of the object where the intensity of T 
is approximated by the value 𝑐1 for the inside Γ whereas the value 𝑐2 for the outside Γ. The 
segmentation of T is represented by zero level set of a Lipschitz function 𝜙0: Ω → ℝ to represent 
target contour Γ such that, 
 

{

Γ = ∂Ω1 = {(𝑥1, 𝑥2) ∈ Ω ∣ 𝜙(𝑥1, 𝑥2) = 0}
inside (Γ) = Ω1 = {(𝑥1, 𝑥2) ∈ Ω ∣ 𝜙(𝑥1, 𝑥2) > 0}
 outside (Γ) = Ω2 = {(𝑥1, 𝑥2) ∈ Ω ∣ 𝜙(𝑥1, 𝑥2) < 0}

        (7) 

 
Hence, the CV model minimizes the following variational formulation problem as: 
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𝑚𝑖𝑛
𝑐1,𝑐2,𝛤

 𝐹𝐶𝑉(𝜙(𝑥), 𝑐1, 𝑐2) = 𝜇 ∫  
𝛺

𝛿(𝜙(𝑥))|𝛻𝜙(𝑥)|𝑑𝑥 + 𝜔1 ∫  
Ω

(𝑇(𝑥) − 𝑐1)
2𝐻(𝜙(𝑥))𝑑𝑥 +

  𝜔2 ∫  
𝛺

(𝑇(𝑥) − 𝑐2)
2(1 − 𝐻(𝜙(𝑥)))𝑑𝑥                  (8) 

 
where the first term penalized the length. It should be mentioned that, according to Saibin et al., 
[26], the first term is also known as the total variation term. Saibin et al., [26] highlighted that using 
the Gaussian kernel is faster in computing time for regularizing the level set function compared to 
the total variation term. The second and third terms in Eq. (8) penalized discrepancy between the 
piecewise constant model and template image, 𝑇. The 𝜇 ≥ 0, 𝜔1, 𝜔2  > 0 are fixed parameters. H is 
the Heaviside function and 𝛿 is the Dirac delta function. To compute the Euler-Lagrange equation, 
both H and 𝛿 functions shall be regularized since H is not differentiable at 0. Both regularized 
functions denoted as: 
 

𝐻𝜀(𝑥) =
1

2
(1 +

2

𝜋
arctan (

𝑥

𝜀
)) , 𝛿𝜀(𝑥) = 𝐻𝜀

′(𝑥) =
𝜀

𝜋(𝜀2+𝑥2)
        (9) 

 
As 𝜀 ⟶ 0, both approximations are converged to H and 𝛿. Hence, the regularized functional of Eq. 
(8) is given by: 
 

𝑚𝑖𝑛
𝑐1,𝑐2,𝛤

𝐹𝜀
𝐶𝑉(𝜙(𝑥), 𝑐1, 𝑐2) = 𝜇 ∫  

𝛺
𝛿𝜀(𝜙(𝑥))|𝛻𝜙(𝑥)|𝑑𝑥 + 𝜔1 ∫  

Ω
(𝑇(𝑥) − 𝑐1)

2𝐻𝜀(𝜙(𝑥))𝑑𝑥 +  

  𝜔2 ∫  
Ω

(𝑇(𝑥) − 𝑐2)
2(1 − 𝐻𝜀(𝜙(𝑥)))𝑑𝑥                 (10) 

 
By letting 𝜙(𝑥) fixed and minimize Eq. (10) with respect to 𝑐1,𝑐2, we have, 

 

𝑐1 =
∫  Ω 𝑇(𝑥)𝐻𝜀(𝜙(𝑥))𝑑𝑥

∫  Ω 𝐻𝜀(𝜙(𝑥))𝑑𝑥
, 𝑐2 =

∫  Ω 𝑇(𝑥)(1−𝐻𝜀(𝜙(𝑥)))𝑑𝑥

∫  Ω
(1−𝐻𝜀(𝜙(𝑥)))𝑑𝑥

                 (11) 

 
where the values of 𝑐1and 𝑐2 represent the average intensity inside and outside the boundary 𝜙0(𝒙) 
in the reference image. Then, the Euler Lagrange equation for 𝜙 is given by: 
 

𝜇𝛿𝜀(𝜙(𝑥))∇ ⋅ (
∇𝜙(𝑥)

|∇𝜙(𝑥)|
) − 𝜔1𝛿𝜀(𝜙(𝑥))(𝑇(𝑥) − 𝑐1)

2 + 𝜔2𝛿𝜀(𝜙(𝑥))(𝑇(𝑥) − 𝑐2)
2 = 0,  

∂𝜙(𝑥)

∂𝑛⃗ 
= 0                        (12)

  
In variational image registration, the transformation is formulated as 𝜌(𝑥) = 𝑥 + 𝑢(𝑥), where 

𝜌(𝑥) is the transformation vector. The transformation allows us to find the displacement vector field, 

𝑢(𝑥) = (𝑢1(𝑥), 𝑢2(𝑥)) with 𝑥 = (𝑥1, 𝑥2). The joint functional proposed by Ibrahim et al., [10] is given 

as follows:  
 

𝑚𝑖𝑛
𝑐1,𝑐2,𝑢(𝑥)

 𝒥(𝑐1, 𝑐2, 𝑢(𝑥)) = 𝜆1 ∫  
Ω

|𝑅(𝑥) − 𝑐1|
2𝐻𝜀 (𝜙0(𝑥 + 𝑢(𝑥))) d𝑥 +

    𝜆2 ∫  
Ω

|𝑅(𝑥) − 𝑐2|
2 (1 − 𝐻𝜀 (𝜙0(𝑥 + 𝑢(𝑥)))) d𝑥 +

    𝜆3𝐷
NGFH(𝑇, 𝑅, 𝜙0(𝑥), 𝑢(𝑥)) + 𝛼𝒮LC(𝑢(𝑥))

               (13) 

 
where 𝜆1, 𝜆2, 𝜆3 are numerical constants, 𝑢(𝑥) is the displacement vector field, 𝜙0 is the zero level 

set and 𝒟NGFH is the modified NGF. By adopting level set formulation, 𝜙0(𝑥) as in the CV model, Eq.  
(13) is minimize with respect to 𝑐1and 𝑐2, we obtain:  
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𝑐1 =
∫  Ω 𝑅(𝑥)𝐻𝜀(𝜙0(𝑥+𝑢(𝑥)))d𝑥

∫  Ω 𝐻𝜀(𝜙0(𝑥+𝑢(𝑥)))d𝑥
, 𝑐2 =

∫  𝛺 𝑅(𝑥)(1−𝐻𝜀(𝜙0(𝑥+𝑢(𝑥))))𝑑𝑥

∫  𝛺 1−𝐻𝜀(𝜙0(𝑥+𝑢(𝑥)))𝑑𝑥
                  (14) 

 
Given by the NGF functional as follows: 
 

𝒟NGF(𝑇, 𝑅, 𝑢(𝑥)) = ∫  
Ω

1 − (𝑛𝑇(𝑥 + 𝑢(𝑥))T𝑛𝑅(𝑥))2d𝑥                  (15) 

 
where,  
 

𝑛𝑇(𝑥 + 𝑢(𝑥)) =
|∇𝑇(𝑥+𝑢(𝑥))|

√|∇𝑇(𝑥+𝑢(𝑥))|2+𝜂2
                     (16) 

 
for the template image and similarly for the reference image. This measure calculates the gradient 
of the images. The constant parameter 𝜂 in Eq. (16) is essential as it determines the edges. It also 
represents modality dependence and aims for noise filteration. Then, Ibrahim et al., [10] modified 
the NGF in Eq. (15) with the regularized Heaviside function, 𝐻𝜀 (Eq. (17)) to obtain Eq. (18) and the 

term 𝒮LC(𝑢(𝑥)) in Eq. (13) is the linear curvature regularization term. 
 

𝐻𝜀(𝜙0(𝑥 + 𝑢(𝑥))) =
1

2
(1 +

2

𝜋
arctan 

𝜙0(𝑥+𝑢(𝑥))

𝜀
)                   (17) 

 

𝒟NGFH(𝑇, 𝑅, 𝜙0(𝑥), 𝑢(𝑥)) = ∫  
𝛺

[1 − (𝑛𝑇(𝑥 + 𝑢(𝑥))𝑇𝑛𝑅(𝑥))2]𝐻𝜀(𝜙0(𝑥 + 𝑢(𝑥)))𝑑𝑥              (18) 

 

𝒮LC(𝑢(𝑥)) = ∫  
Ω

(Δ𝑢1(𝑥))
2
+ (Δ𝑢2(𝑥))

2
d𝑥                    (19) 

 

2.3 The Proposed Model: GM-NGFH 

 
A variational JSR framework is proposed by combining the segmentation and registration to form 

joint functional 𝐽(𝑇, 𝑅, 𝑢(𝑥), 𝑧(𝑥)). This framework is inspired by the two previously presented 
models. The proposed JSR model based on the GM model for segmentation and NGFH and linear 
curvature for registration namely the GM-NGFH model as the following functionals: 
 

𝑚𝑖𝑛
c1,𝑐2,𝑢(𝑥)

 𝐽(𝑐1, 𝑐2, 𝑢(𝑥))& = 𝜇 ∫  
Ω

  |∇z(𝑥)|𝑑𝑥 + ∫  
𝛺

 𝑤(𝑥)|𝑅(𝑥) − 𝑐1|
2[𝑧(𝑥 + 𝑢(𝑥))]2𝑑𝑥 +  

∫  
Ω

 𝑦(𝑥)|𝑅(𝑥) − 𝑐2|
2[1 − z(𝑥 + 𝑢(𝑥))]2𝑑𝑥 +

𝜆3𝐷
𝑁𝐺𝐹𝐻(𝑇, 𝑅, 𝑧(𝑥), 𝑢(𝑥)) + 𝛼𝒮𝐿𝐶(𝑢(𝑥))                 (20) 

 

where,  
 

𝒟NGFH(𝑇, 𝑅, z(𝑥), 𝑢(𝑥)) = ∫  
𝛺

[1 − (𝑛𝑇(𝑥 + 𝑢(𝑥))𝑇𝑛𝑅(𝑥))2]𝐻𝜀(𝑧(𝑥 + 𝑢(𝑥)))𝑑𝑥               (21) 

 

 𝒮LC(𝑢(𝑥)) is given in Eq. (19), T and R refers to the template and reference images respectively. 
Meanwhile, z(𝑥) indicates as the segmentation of template image and 𝑢(𝑥) is the displacement 
vector field. To update 𝑢(𝑥), the functional in Eq. (20) is solved through optimization techniques. The 
Quasi-Newton method based on the Limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) 
algorithm is used in a multilevel framework for faster implementation. The implementation for the 
proposed JSR model is then summarized in Table 2. 
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Table 2 
GM-NGFH model framework 
BEGIN 
Input: Reference image, R and template image, T 
Output: The transformed template image, 𝑻(𝒙 + 𝒖(𝒙)) and segmentation of the reference image, 𝒛(𝒙 + 𝒖(𝒙)) 

1.  Initialization: 

𝜶, 𝒑, 𝝁, 𝒅𝒕,𝒎𝒂𝒙𝒊𝒕, 𝝀𝟑,𝒎𝒊𝒏𝒍𝒆𝒗𝒆𝒍,𝒎𝒂𝒙𝒍𝒆𝒗𝒆𝒍, 𝒖𝒎𝒊𝒏𝒍𝒆𝒗𝒆𝒍 = 𝟎 
2. Segmentation of the template image using GM segmentation model to produce 𝒛(𝒙). Please refer to 

Algorithm 1. 

3. Coarsen R, T, 𝒛(𝒙) to produce 𝑻𝒍𝒆𝒗𝒆𝒍, 𝑹𝒍𝒆𝒗𝒆𝒍 and 𝐳 (𝒙)𝒍𝒆𝒗𝒆𝒍 using standard coarsening method. 
4. For level = minlevel: maxlevel 

(a) (𝒖(𝒙)𝒍𝒆𝒗𝒆𝒍, 𝒄𝟏, 𝒄𝟐) ← LBFGS  𝑱(𝑻, 𝑹, 𝐳 (𝒙)𝒍𝒆𝒗𝒆𝒍, 𝒖(𝒙)𝒍𝒆𝒗𝒆𝒍, 𝝀𝟏,  𝝀𝟐, 𝝀𝟑, 𝜶 ). 

Please refer to LBFGS from Modersitzki [27]. 

(b) If level < maxlevel, interpolate 𝐳 (𝒙)𝒍𝒆𝒗𝒆𝒍 and 𝒖(𝒙)𝒍𝒆𝒗𝒆𝒍 to the next finer level (level = level +1) using linear 
interpolation. 

5. End For. 
6. Compute the transformed template image: 𝑻(𝒙 + 𝒖(𝒙)) and the segmentation of the reference image 𝒛(𝒙 +

𝒖(𝒙)). 
END 

 
3. Numerical Results  
 

In this section, five experiments are performed on 2D synthetic multi-modal images of size 128 × 
128. From the five experiments: Experiment 1 involves synthetic images while Experiment 2,3,4 and 
5 involve real medical images. It is conducted by using MATLAB R2020b software with MATLAB Image 
Processing Toolbox on Windows 10. The CPU processor used was Intel® Core ™ i7-6700 CPU @ 
3.40GHz with 16G RAM. For all experiments, the white Gaussian noise is added on the template 
images. The white Gaussian noise is a statistical noise that occurs frequently on most cases of images. 
It is generated by applying the random Gaussian function to the image function with zero mean. 

The performance of our proposed model, the GM-NGFH model and the CV-NGFH model from 
Ibrahim et al., [10] are evaluated and compared in the presence of the white Gaussian noise on five 
sets of 2D multi-modal real and synthetic medical images from Ademaj et al., [9] and Ibrahim et al., 
[10]. The three performance measures are the Dice coefficient metric, the registration performance 
measure,  𝑅𝑒𝑔𝑝 and the computing time (in seconds). Additional performance metrics for image 

quality assessment, such as normalized absolute error, average difference, and misclassification, can 
be applied to compare models’ performance [28]. 

The Dice coefficient metric is used to assess the segmentation accuracy, which evaluates the 
spatial overlap between the segmentation of the reference and the transformed template images. 
Meanwhile, the 𝑅𝑒𝑔𝑝 is calculated to show the quality of the registration. For the computational 

time, we used the MATLAB tic toc functions to measure the elapsed time for each task performed.  
The formula of Dice coefficient metric to test the segmentation performance: 
 

Dice (%) =
2|Seg (𝑇(𝑥+𝑢(𝑥)))∩Seg (𝑅(𝑥))|

|Seg (𝑇(𝑥+𝑢(𝑥)))|+∣Seg (𝑅(𝑥))|
× 100                   (22) 

 
where Seg (𝑇(𝑥 + 𝑢(𝑥))) is the segmentation of the transformed template image and Seg (𝑅(𝑥)) is 
the segmentation of the reference image. This coefficient is a good indicator for estimating the 
overlapping regions between the segmented image and the transformed template image. The 
segmented transformed template image matches closely to the reference image as the Dice value 
approaches 100%. Following is the registration performance measure, the 𝑅𝑒𝑔𝑝: 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 63, Issue 1 (2026) 87-102 

95 
 

𝑅𝑒𝑔𝑝 = |𝒟𝑀𝐼 (𝑇 (𝑥 + 𝑢(𝑥)), 𝑅(𝑥)) |                     (23) 

 
where, 
 
𝒟𝑀𝐼 = ∫  

Ω
𝜌[𝑇(𝑥+𝑢(𝑥))] log 𝜌[𝑇(𝑥+𝑢(𝑥))]𝑑𝑡 + ∫  

Ω
𝜌[𝑅(𝑥)] log 𝜌[𝑅(𝑥)]𝑑𝑟 − ∫  

𝛺2 𝜌[𝑇(𝑥+𝑢(𝑥)),𝑅(𝑥)]  

log 𝜌[𝑇(𝑥+𝑢(𝑥)),𝑅(𝑥)]𝑑(𝑡, 𝑟)                     (24) 

 
The 𝜌[𝑇(𝑥+𝑢(𝑥))] and 𝜌[𝑅(𝑥)] represent the probability distributions of pixel intensities for the 

transformed template image and the reference image, respectively whereas 𝜌[𝑇(𝑥+𝑢(𝑥)),𝑅(𝑥)] is the 

joint intensities distribution of both images. The range is 0 ≤ 𝑅𝑒𝑔𝑝 < ∞ which signifies the values of 

mutual information between the transformed template image and reference image. The greater the 
value of 𝑅𝑒𝑔𝑝, the more accurate the registration task performed on those images. To determine the 

superior model, we also calculate the relative Dice and 𝑅𝑒𝑔𝑝. The relative formulas are calculated as 

follows: 
 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐷𝑖𝑐𝑒 (%) = |
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐷𝑖𝑐𝑒 𝑀𝑜𝑑𝑒𝑙 𝐴−𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐷𝑖𝑐𝑒 𝑀𝑜𝑑𝑒𝑙 𝐵

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐷𝑖𝑐𝑒 𝑀𝑜𝑑𝑒𝑙 𝐴
| × 100, and                (25) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑔𝑝  (%) = |
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑔𝑝 𝑀𝑜𝑑𝑒𝑙 𝐴−𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑔𝑝 𝑀𝑜𝑑𝑒𝑙 𝐵

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑔𝑝 𝑀𝑜𝑑𝑒𝑙 𝐴
| × 100                (26) 

 
On five sets of 2D real and synthetic multi-modal images of size 128 × 128 from Ademaj et al., [9] 

and Ibrahim et al., [10], the performance of segmentation models CV-NGFH and the GM-NGFH 
models are measured with varied noise intensities of white Gaussian noise. This experiment employs 
the Dice coefficient metric, the registration performance, 𝑅𝑒𝑔𝑝 and the computational time. In this 

experiment, distinct noise levels are selected. The performance of each multi-modal image set is 
evaluated separately. N1 represents a low noise level, N2 represents a medium noise level, and N3 
represents a high noise level. The different levels of noise are due to the variety of multi-modal 
images with varying intensities. In accordance with each set of 2D multi modal images, the 
experiment is divided into five separate experiments: Experiment MU1, Experiment MU2, 
Experiment MU3, Experiment MU4 and Experiment MU5. Figure 1 demonstrates the examples of the 
inputs and outputs for low-noise MU1 in the JSR tasks. 

The GM model is implemented to segment the template image in Figure 1(a), in which the 
segmentation of the template image represents the initial level set in Figure 1(c). The red curves 
represent the segmentation contour. The segmentation of the template image is then incorporated 
into the JSR algorithm. Here, the level set is updated from the coarsest level to the finest level, while 
the transformation of the template image can be observed through the grid as shown in Figure 1(d). 
It is deformed until it reaches the finest level to produce the registered template image in Figure 1(e).  
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(a)  (b)    (c)      (d) 

 

   
(e)         (f) 

Fig. 1. Illustration of the input and outputs for low-noise MU1 (a) Noisy template image, T (b) Reference 
image, R (c) Segmentation of template image, 𝜙0(𝑥) (d) Transformation, 𝑢(𝑥) (c) Transformed template 

image, 𝑇 (𝑥 + 𝑢(𝑥)) (f) segmentation of template image, 𝜙0(𝑥 + 𝑢(𝑥)) 

 
3.1 Experiment MU1: A Set of 2D Synthetic Noisy Images 
 

In this experiment, the CV-NGFH and the GM-NGFH models are evaluated in the presence of the 
white Gaussian noise on 2D synthetic noisy images. The synthetic images are taken from Ademaj et 
al., [9]. Figure 2 displays the reference and the template images with three different noise levels at 
N1 = 0.01, N2 = 0.05 and N3 = 0.1. Table 3 measures the performance of both JSR models by 
comparing the results of the Dice, 𝑅𝑒𝑔𝑝 and the computing time at three different noise levels. 

The results in Table 3 reveals that the GM-NGFH model yields a slightly higher Dice value for N1 
by 0.11%. In contrast, the CV-NGFH model exceeded the GM-NGFH model by 0.33% and 0.02% for 
N2 and N3 respectively. Due to very small differences between both models, their segmentation 
accuracy in the presence of low to high noise levels are nearly equivalent. Moreover, the registration 
accuracy of the CV-NGFH model in N1, N2 and N3 are superior to the GM-NGFH model at 
40.13 × 10−2, 33.46 × 10−2 and 23.60 × 10−2 accordingly. The computing time for both models is 
comparable and less than sixty seconds. The results allowed us to conclude that the CV-NGFH model 
provides a more accurate representation of this noisy synthetic images.  
 

         
(a) (b)              (c)                                      (d)                                     (e) 

Fig. 2. (a) Reference synthetic image (b) Original template synthetic image (c) Template synthetic image  
with low noise level (N1) (d) Medium noise level (N2) (e) High level (N3) 
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Table 3 
Comparison values of Dice, 𝑅𝑒𝑔𝑝 and computational time for 2D noisy synthetic Image  

Measure N1 N2 N3 

CV-NGFH GM-NGFH CV-NGFH GM-NGFH CV-NGFH GM-NGFH 

Dice (%) 84.64 84.75 65.39 65.06 56.96 56.94 

𝑹𝒆𝒈𝒑(× 𝟏𝟎−𝟐) 40.13 37.71 33.46 32.61 23.60 23.20 

Computational time (s) 54.11 43.79 43.47 46.28 50.34 40.66 

 
3.2 Experiment MU2: A Set of 2D T2-PD Brain MRIs 
 

In this experiment, the 2D T2-PD brain MRIs from Ademaj et al., [9] are used with the CV-NGFH 
and the GM-NGFH models. Figure 3 illustrated the brain MRIs with additional three noise levels of 
the white Gaussian noise where N1 = 0.005, N2 = 0.01 and N3 = 0.06. Table 4 compared the results 
of Dice, 𝑅𝑒𝑔𝑝 and the computational time (in seconds) at three different noise levels. 

Based on Table 4, the GM-NGFH model delivers slightly higher segmentation accuracy at 93.12%, 
90.87% and 72.16% for N1, N2 and N3 respectively. Observably, the CV-NGFH model failed to 
segment the brain MRI at a noise level of 0.06. In addition, the registration quality of the CV-NGFH 
model in N1 and N2 is better than the GM-NGFH model by a difference of 1.01% and 0.99% 
accordingly. The GM-NGFH model had the quickest computation time and required the least amount 
of time to compute regardless of noise levels. Thus, the GM-NGFH is a suitable JSR model for these 
brain MRIs.  
 

     
(a) (b)              (c)          (d)      (e) 

Fig. 3. Images for experiment MU2: A Set of 2D T2-PD Brain MRIs (a) Reference brain MRI (b) Original template 
image without noise (c) Template brain MRI with low level of the white Gaussian noise (d) Medium level noise 
(e) High level of noise 

 
Table 4 
The Dice, 𝑅𝑒𝑔𝑝 and computational time for 2D noisy T2-PD brain MRIs 
Measure N1 N2 N3 

CV-NGFH GM-NGFH CV-NGFH GM-NGFH CV-NGFH GM-NGFH 

Dice (%) 93.10 93.12 90.82 90.87 - 72.16 

𝑹𝒆𝒈𝒑(× 𝟏𝟎−𝟐) 60.30 59.69 55.56 55.01 - 22.21 

Computational time (s) 58.29 47.66 60.43 43.04 - 42.75 

 
3.3 Experiment MU3: A Set of 2D T1-T2 Brain MRIs 
 

Both JSR models, the GM-NGFH and the CV-NGFH models are evaluated on 2D T1-T2 brain MRIs 
from Ibrahim et al., [10] with the presence of the white Gaussian noise. Three noise levels of 
template, original template image and reference images are illustrated in Figure 4. The performance 
evaluation of the JSR models on noisy brain MRIs is presented in Table 5. The noise levels of the white 
Gaussian Noise are 0.015, 0.03 and 0.07.  
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(a) (b)             (c)         (d)    (e) 

Fig. 4.  The reference brain MRI in Experiment 3 (b) Template brain MRI without noise (c) Template brain 
MRI with low level (d) Template brain MRI with medium level of noise (e) Template brain MRI with high 
level of noise 

 
Table 5 
The Dice, 𝑅𝑒𝑔𝑝 and computational time for 2D noisy T1-T2 brain MRIs 

Measure N1 N2 N3 

CV-NGFH GM-NGFH CV-NGFH GM-NGFH CV-NGFH GM-NGFH 

Dice (%) 81.22 80.23 76.89 76.21 - 67.14 

𝑹𝒆𝒈𝒑(× 𝟏𝟎−𝟐) 33.45 32.43 26.67 25.55 - 14.37 

Computational time (s) 39.08 39.40 38.02 39.30 - 42.38 

 
In accordance with Table 5, the CV-NGFH model yields superior Dice values at 81.22%, 76.89% 

with a difference of 0.99% and 0.68% for N1 and N2. Same goes for the values of 𝑅𝑒𝑔𝑝, the CV-NGFH 

model outperforms the GM-NGFH model at 33.45 × 10−2 and 26.67 × 10−2. Table 5 shows that the 
CV-NGFH model is incapable of generating values for noise levels of 0.07. This gives the GM-NGFH 
model an advantage as it can produce results at noise level of 0.07. In terms of computing time, both 
models have similar computational time of approximately 35s to 45s. Thus, the GM-NGFH model is a 
superior model for this set of multi-modal images. 
 
3.4 Experiment MU4: A Set of 2D Brain MRIs 
 

Experiment MU4 measured the CV-NGFH and the GM-NGFH models using brain MRIs acquired 
from Ibrahim et al., [10]. Figure 5 shows three noise levels of template and reference brain MRIs used 
for Experiment MU4 in which N1 = 0.01, N2 = 0.05 and N3 = 0.1. The results of Dice, 𝑅𝑒𝑔𝑝 and the 

computational time (in seconds) at three distinct noise levels are compared in Table 6. 
 

         
(a) (b)              (c)         (d)    (e) 

Fig. 5. Experiment MU4: A set of 2D Brain MRIs. (a) Reference brain MRI (b) Original template image without 
noise (c) Template brain MRI with low noise level (d) Medium noise level (e) High noise level 

 
Based on Table 6, the CV-NGFH model produces more accurate segmentation based on the Dice 

values of N1 and N2 than the GM-NGFH model at 97.37% and 88.20% respectively. However, in N3, 
the GM-NGFH model performs slightly superior at 78.85%. In terms of 𝑅𝑒𝑔𝑝 values, the GM-NGFH 
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model outperforms on all noise levels for N1, N2 and N3. The relative for 𝑅𝑒𝑔𝑝 in N1, N2 and N3 are 

1.8%, 0.75% and 4.86%. Meanwhile, the relative Dice in N1, N2 and N3 are 0.08%, 0.22% and 0.33% 
respectively. Therefore, it can be concluded that the GM-NGFH model provides superior 
segmentation and registration accuracy than the CV-NGFH model in the presence of low and high 
levels of noise.  
 

Table 6  
Result of Dice, 𝑅𝑒𝑔𝑝 and computational time for 2D noisy brain MRIs 

Measure N1 N2 N3 

CV-NGFH GM-NGFH CV-NGFH GM-NGFH CV-NGFH GM-NGFH 

Dice (%) 97.37 97.29 88.20 88.01 78.59 78.85 

𝑹𝒆𝒈𝒑(× 𝟏𝟎−𝟐) 63.09 64.24 51.98 52.37 38.29 40.15 

Computational time (s) 55.55 90.38 76.31 84.51 1152.52 134.85 

 
3.5 Experiment MU5: A Set of 2D T1-T2 Chest MRIs 
 

Experiment MU5 assessed the CV-JSR models in the presence of white Gaussian noise using a set 
of 2D T1-T2 chest MRI images from Ademaj et al., [9]. Figure 6 depicts the MU2 images of a reference 
image, template images without noise and with three noise levels that are applied to this experiment 
in which N1 = 0.01, N2 = 0.05 and N3 = 0.1. Table 7 compares the performance of the CV-NGFH and 
GM-NGFH models based the results of Dice, 𝑅𝑒𝑔𝑝 and the computational time (in seconds) in three 

different noise levels. 
 

     
Fig. 6. (a) Reference chest MRI in Experiment 5 (b) Template chest MRI without noise (c) Template chest 

MRI with low level (d) Template chest MRI with medium level of noise (e) Template chest MRI with high 

level of noise  

 
Table 7 
The Dice, 𝑅𝑒𝑔𝑝 and computational time for 2D noisy chest MRIs 
Measure N1 N2 N3 

CV-NGFH GM-NGFH CV-NGFH GM-NGFH CV-NGFH GM-NGFH 

Dice (%) 90.25 90.16 79.00 80.44 70.22 - 

𝑹𝒆𝒈𝒑(× 𝟏𝟎−𝟐) 53.36 53.23 31.51 34.95 19.71 - 

Computational time (s) 262.36 52.69 100.94 64.64 48.97 - 

 
The Dice value of the CV-NGFH model is better at 90.25% compared to the GM-NGFH model at 

90.16% in N1, as shown in Table 7. Nevertheless, in N2, the GM-NGFH model is superior by a margin 
of 1.44% over the CV-NGFH model. The relative Dice between the two models are 0.1% for N1 and 
1.82% for N2. Meanwhile, the value of 𝑅𝑒𝑔𝑝 in the CV-NGFH is 53.36 × 10−2 compared to 

53.23 × 10−2 in the GM-NGFH model for N1. In N2, the GM-NGFH outperformed at 34.95 × 10−2. 
The relative 𝑅𝑒𝑔𝑝 in N1 and N2 are 0.24% and 10.92% for the CV-NGFH and GM-NGFH models 

respectively. In terms of computational time, the GM-NGFH model is the fastest compared to the CV-
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NGFH model, at 52.69s and 64.64s for N1 and N2. Yet, the GM-NGFH model is incapable of generating 
results for a high noise level, N3. Therefore, we concluded that the CV-NGFH model is an ideal model 
for noisy chest MRIs. 

 
4. Conclusions 
 

Image segmentation and image registration are two essential steps in medical imaging. Despite 
their interrelationship, both tasks are often performed separately. Due to that, it faces several 
challenges and problems when undertaken independently. For example, the detection of false 
boundaries and inaccurate registration between medical images when there is a presence of noise. 
Therefore, the main objective of this study is to enhance the existing work of the JSR model in the 
presence of noise. This study proposes the GM-NGFH model, a new modified JSR model from the 
existing work of Ibrahim et al., [10] by replacing the previous segmentation model, the CV model with 
a different segmentation model, namely the GM model. 

In conclusion, both the CV-NGFH and the GM-NGFH models are suitable JSR models for noisy 
medical images. For mono-modal images, both models performed well at noise levels as high as 0.1. 
However, there are some cases, particularly in multi-modal images with the presence of the noise 
where the CV-NGFH model was unable to yield any results for specific noise levels especially those 
greater than 0.05. Meanwhile, the GM-NGFH produces good segmentation and registration results 
and improved by 60% when tested on multi-modal images with a high noise level. In addition, the 
GM-NGFH model could compute faster and require less amount of time to complete the JSR tasks in 
comparison to the CV-NGFH model. Therefore, the proposed model, the GM-NGFH model improves 
the CV-NGFH model in terms of accuracy and speed of JSR tasks in the presence of a high level of 
white Gaussian noise. 
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