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In light of the increasing computational capacity provided by Central Processing Units 
(CPUs), Graphics Processing Units (GPUs), and Tensor Processing Units (TPUs), all of 
these were designed to speed up deep learning workloads, and the fact that this 
iteration of human-computer interaction is becoming more natural and social, it is clear 
that the field of human-computer interaction is poised for significant growth. The 
scientific community has found emotion recognition to be of tremendous interest and 
significance. Despite these advances, it is still desired that research into computational 
methods for identifying and recognizing emotions at the same ease as humans. This 
study uses Convolutional Neural Networks (CNN) for human emotion identification 
from facial expressions to delve deeper into this topic. The results demonstrated that 
training an Artificial Neural Networks (ANN) on GPUs might cut computational time by 
as much as 90% while accuracy could be raised up to 65%. 
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1. Introduction 
1.1 Human Emotion Recognition 

 
In recent years, there has been a significant rise in the number of people who think about 

enhancing human-computer connection. For an intelligent human-computer interface to work, the 
computer must relate to the user intuitively and comfortably [1]. Affective Computing, Artificial 
Intelligence (AI), Machine Learning (ML), and Deep Learning (DL) can be used to help and encourage 
this kind of integration. Methods like these allow us to teach computers to recognize, model, and 
express emotions and how to respond to those emotions. It takes some commitment to programme 
a computer to understand human emotions, model those feelings, and convey them, as stated by 
Leao et al., studies [2-5]. People communicate with one another using a combination of words and 
the nonverbal cues of body language, including gestures and facial expressions [6]. 
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Research into the detection of emotions has gained momentum in recent decades that will 
categories the feeling of an individual face into one of seven classifications, namely happiness, 
sadness, anger, scared, surprise, disgust and neutral [7]. Data from the following sources have been 
examined in the long-standing study of human emotional expression: texts, the transmission of 
emotions, and the analysis of recorded speech and facial expressions [8]. In addition, as a significant 
role in interpersonal relationships, a person's facial expressions also provide information about that 
person's mood and intentions as they speak. The scientific community is interested in the recognition 
of such emotions since it opens the door to developing various applications of human-computer 
interaction [9]. 

More applications of face recognition technology appear in our daily lives [10], from paying for 
things to waking up a snoozing driver and customizing menu’s and even sending out trade-specific 
advertisements. Envision a shop that arranges its inventory according to the feedback it receives from 
its clients. In this manner, we may attract more consumers by giving the most popular items and 
more prominent placement in the store or storefront. Wagner et al., [11] ultimate goal is to enable 
the recognition of the seven emotions listed by Ekman et al., [17] as the most fundamental: 
happiness, sadness, anger, scared, surprise, disgust and neutral as shown in Figure 1. Images of 
human face expressions will be utilized for the purpose, with computational vision and ANN methods 
employed to extract the attributes. The architecture of ANN is illustrated in Figure 2. Based on this 
figure, there are number of values consists to the input of a neuron, which are 𝑥1 , 𝑥𝑚 while single 
value for output, 𝑦1. Continuous values represent as both input and output values, at the range of 
(0, 1). ANN neuron does the following [12]: 

   
i. Inputs of 𝑥1 , . . , 𝑥𝑚 computes the weighted summation, where the weights are 𝑤1 , . . , 𝑤𝑚 

ii. subtracting a predefined threshold T 
iii. nonlinear function results as an output, such as sigmoid function 

 
However, this paper analyzes and compares CNN timings across with CPU, GPU, and TPU 

architectures as our primary focus. Besides looking into how well various ANN topology’s function.  
 

 
Fig. 1. Universal Facial Emotions [11] 
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Fig. 2. CNN conceptual diagram 
(Left blue – Input Layer, Middle red 
– Hidden Layer, Right blue – 
Output Layer) [12] 

 
1.2 Review of Previous Related Work 

 
Bartlett et al., [13] presents research on the problem of automatically detecting faces in a video 

stream and dynamically recording visual expression. The G. Littleworth et al., discuss that face-to-
face communication is a real-time operation with a time scale of 40 milliseconds. In real time, this 
function can recognize seven distinct feelings which is a big improvement over prior works: neutral, 
anger, disgust, fear, joy, sadness, and surprise. The CohnKanade AU-Coded Expression Database [14] 
was used throughout system training and evaluation, dataset for action unit shown in Figure 3. There 
are 210 people facial muscle movements in this database, all of adult age (18-50), 69% of them female 
and 31% male, 81% are of European ancestry, 13% are of African ancestry, and 6% are of some other 
racial or cultural background. Through experimental evaluation, it was determined that there was 
least discernible performance gap between the automatic detection strategy and the manual 
detection approach. With seven possible facial expressions to choose from, the algorithm achieved 
93% identification in accuracy. 

 

 
Fig. 3. Facial Action Coding System (FACS) [13] 
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The goal of Tang and Huang's et al., [15] study is to use 3D geometry to identify the six most 
common human emotions expressed in facial expressions, as Figure 4. This method focuses on 
characteristics that are insensitive to changes in lighting or posture, which the researchers see as a 
significant challenge for 2D facial identification. The BU-3DFE database [16] served as the basis for 
this study's training and evaluation procedures. The 100 people included in this database represent 
a wide range of demographics and socioeconomic backgrounds. There are more women than men, 
and a wide range of Asian, Latinx, and other ethnicities are represented. In this study, it was 
discovered that the method increased the typical recognition rate by 3.5%. The overall accuracy of 
this method was 87.1%, with the greatest accuracy being 99.2% for the recognition of the surprise 
emotion on the face. 

 

 
Fig. 4. 3D into 2D face mapping of one example from the BU-3DFE database 
with the six universal expressions and neutral [15] 

 
Amin et al., [17] created an ANN to recognize emotions from facial expressions [18] using deep 

learning algorithm. As stated by the researcher, an average accuracy of 60% is achieved when 
convolutional neural networks are used in the method of emotion recognition. The study was 
developed using data from the Facial Expression Recognition 2013 (FER-2013) database [19]. There 
are 35887 photos in this collection that Pierre Luc Carrier and Aaron Courville created. The database 
used to train the network consists of 48x48 grayscale pictures of human faces, each of them has been 
labelled with one of seven emotions. In Figure 5, demonstrates few labelled expression examples. 
Scale, rotation, and lighting all show significant differences throughout the dataset. The six facial 
expressions of Ekman [20] have been added to the samples in addition to the neutral expression [11]. 
The samples in this database are split between 7215 images of happiness, 436 disgusting photos, 
4097 fear images, 4965 neutral images, 3995 anger images, 3171 surprising images, and 4830 sad 
images. The research produced positive findings, with an average categorization accuracy for the 
seven emotions of 61.05%. Researcher also determined that pleasure had the greatest recognition 
rate after analyzing the data. The methodology, however, struggles to accurately categorize the 
feelings of fear and sadness, since it shares similar facial traits [21]. 

This study mainly creates a CNN that detects facial expressions from real-time environment and 
determines the emotion depicted based on the different architecture’s performance, which is 
different from the studies that have been given. The performance and training time in the CPU, GPU, 
and TPU architectures will be examined in addition to suggesting the creation of a CNN. This is to 
obtain a successful outcome as soon as feasible. 
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Fig. 5. Extraction of grayscale images of FER -2013 
database with unique faces and emotions [17] 

 
2. Methodology  
2.1 Computing Platform Specifications 

 
For the analysis of the proposed CNN, development environment Google Colab and the 

programming language Python were used. Google Colab is a free cloud service hosted by Google for 
Machine Learning and Deep Learning, with free GPU accelerators, pre-installed libraries, built based 
on Jupyter Notebook, supports bash commands and stores the notebooks in the Drive itself. The 
main libraries used are TensorFlow 2.0 and Keras, which are focused on deep machine learning. Keras 
is the most used framework in the area for its easiness. In TensorFlow 2.0, Keras has been 
“embedded” into TensorFlow through the module tf.keras. CNN also uses the tools: OpenCV, Scikit-
Learn, NumPy, Pandas, Matplotlib. To evaluate the performance of deep learning, the multi-core 
computing platform have been utilised in this study as illustrated in Figure 6. In addition, 
specifications of each computing platform components listed in detailed on Table 1. 

 

 
Fig. 6. A system model reference 
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Table 1 
Computing platform specification 
System Specification 

CPU Intel® Core ™ i5-2500 CPU@3.30Ghz 

• RAM: 8GB 
GPU NVIDIA Tesla 

• Model: K80, T4, P4, P100 

• Memory Build-in: 3GB 

• NVIDIA CUDA Cores: 1152 

• Memory: 3GB GDDR5 

• Speed Memory: 8Gbps 
Software OS: Windows 10 Pro (64-bits) 

• TensorFlow Version: tensorflow-gpu-1.0.1 

• CUDA Version: cuda_8.0.61 

 
2.2 Dataset Creation 

 
For this research, the FER-2013 (Facial Expression Recognition 2013) database have been used. 

This database compiles a published open-source data collection produced by Pierre-Luc Carrier and 
Aaron Couville for a Kaggle contest. There are 35,887 images in this dataset, each of the 48-by-48-
pixel grey-scale facial image categorized into seven distinct emotions. Each image has been 
automatically adjusted so that the subject's face is about in the same position and size. The objective 
is to classify each face into one of seven categories that are associated with different emotions and 
characteristics. Column headings in the file FER2013.csv are "emotions" and "pixels". A number code 
from 0 to 6 may be seen in the "expression" column. The grayscale values for each pixel in the image 
are listed in the "pixels" column. 

 
2.3 CNN Architecture 

 
There are a few data transformations that must be applied to the FER2013.csv file before work 

can begin on a CNN. The information in the csv file is in string format, thus the tolist() method is used 
to transform the data from the database to an array. It was decided to use a convolutional neural 
network, which has shown useful in image processing and analysis. Accordingly, its creation 
necessitates the following four stages. 

 
i. Step 1 Convolution Operator: This process is analogous to applying filters to an image, 

with each filter focusing on a different and smaller section of the image. For instance, a 
filter that sweeps through a 3x3 section of a 48x48 image in a single hop will cause the 
entire image to scroll for a 48x48 image. The 3x3 filter applies a feature detector defined 
by the library being used to execute multiplication on each individual data point, 
ultimately producing a feature map. 

ii. Step 2 Pooling: The function of this layer is to serve as a simplified representation of the 
information contained in the previous layer, the map of characteristics in this example. 
Similar to the convolution, an area unit is designed to pass over the whole output of the 
preceding layer, often using a 2x2 matrix as shown in Figure 7. The function of the unit is 
to reduce the data from that domain to a single value. For this section, data 
summarization method was chosen. MaxPooling is the most popular approach because it 
returns the largest possible unit number and sends that value to the output. This data 
simplification helps the Neural Network learn fewer weights and prevents overfitting. 
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Fig. 7. Conversion of Pooling layer 

 
iii. Step 3 Flattening: The image matrix produced in the Pooling phase serves as input for this 

step, which essentially transforms the matrix into a characteristic vector by modifying its 
format, as shown in Figure 8. 
 

 
Fig. 8. Flattening conversion 

 
iv. Step 4 Neural Network: Neural Networks are a computer model based on the human 

central nervous system, and at this point they have been fed the data from the Flattening 
layer and the characteristics vector for training. Here, we will be able to identify patterns 
in a big amount of data and assign them to a predetermined group. 

 
2.3.1 Proposed CNN structure 

 
The Figure 9 demonstrates the sequential model is used to create the CNN structure. There are 4 

kernel size of 3x3 convolutional layers, pool size of 2x2 with two max-pooling layers, one flattening 
layer and two dense layers. Lastly, the SoftMax activation function is then used to categorise the 
seven human face emotions. 

Figure 10 shows a summary of the proposed CNN architecture. Conv2D constructs a convolutional 
layer with 32 filters and a kernel size of 3 x 3 in block-1, padding the images with the same amount 
of pad before applying the relu activation. Then, 64 filters are used to generate a new convolutional 
layer by conv2D (conv2D 1). Batch Normalization is then implemented. A pooling layer with a 2 x 2 
pool size is created by MaxPooling2D. In order to disregard the neurons selected at random during 
training, a Dropout is lastly set to 0.25. The layers in Block-2 are identical to those in Block-1, except 
the convolutional layers have 128 (for conv2D2) and 256 (for conv2D3), respectively, filters with a 
kernel regularize that penalises the layer's kernel by an L2 normalisation penalty of 0.01. A 1024-
neuron dense layer using the relu activation function follows the flatten layer in Block-3. Finally, 50% 
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of the neurons selected at random are ignored using a Dropout of 0.5. The Dense layer, which is made 
up of seven neurons and the SoftMax activation function to categorise human emotions, is the last 
component of block-4. 
 

 
Fig. 9. Proposed structure of CNN 
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Fig. 10. Proposed structure of CNN architecture summary 

 
2.4 System Design 
 

Through the use of software, a camera is used to capture and recognise a person's facial 
expressions in real-time environment. By using the Viola Jones method and the Haarcascade frontal 
face dataset, among other ways, it is possible to distinguish the face region from a non-facial region 
in the camera and generate a rectangle frame on the face area. Captured images from real-time will 
be pre-processed for sharpening and enhance the image quality for feature extraction. The Trainer 
folder contains Trainer.xml, which contains the FER 2013 training dataset. A trained dataset is utilised 
to match the face in a video camera with the face in the dataset during the Face Detection process. 
A person's face will go through classification if it matches one in the trained dataset. Convolutional 
neural networks and the FER2013 database are used to do the classification on the acquired face. 
Based on the individual's characteristics, the facial expression reveals the likelihood of achieving the 
highest possible level of expression during the classification. One of seven possible facial expressions 
is presented in conjunction with the recognised picture of the subject. 
 

Block-1 

Block-2 

Block-3 

Block-4 
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Fig. 11. Diagram of system design structure 

 
3. Results  
3.1 Performance Analysis of Convolution Neural Networks on GPU, TPU, and CPU Platforms 

 
Using the NVIDIA Tesla K80, T4, P4, and P100 GPUs that are freely available through Google Colab, 

the CNN tests were run 10 times to acquire the average execution times and Speedup results for 
each. The highest speedup achieved by CNN in comparison to CPU shown in Figure 12. The best 
performance was attained by the Tesla P100. When compared to the same technique on a central 
processing unit (CPU), the GPU-based implementation is 10.71 times faster. As a result, we were able 
to cut the running duration of the leaping sequence by 90.66 percent, from 3950.44 seconds to 
368.81 seconds. Similarly, the speedup achieved by the other GPUs met expectations. Algorithm 
speedup on Tesla K80 GPU was 3.51 times faster than on CPU. The total execution time was reduced 
by 71.21%, from 3950.44 seconds to 1125.37 seconds. The Tesla P4 was 7.16 times faster than the 
CPU. 

 

 
Fig. 12. Speedup architectures of TPU and GPU 
compared to CPU 

 
The run-time required to complete the task has been shorten by 86.04%, or from 3950.44 seconds 

to 551.60 seconds. Finally, Tesla T4 demonstrated a 9.45 percent improvement over the CPU. 
Reducing the initialization time from 3950.44 seconds to 417.98 seconds and increasing the efficiency 
by 89.42%. Using a TPU instead of a CPU resulted in a 2.04x speedup, a 50.01% reduction in execution 
time (from 3950.44 to 1935.49 ms). 

GPUs were compared to one another in order to evaluate the improvement. The execution time 
was lowered from 3951.44 seconds to 551.60 seconds, or an increase of 86.04%, when comparing 
the Tesla P4 with the Tesla K80. T4 Tesla was measured against the P4 and the K80 in these studies. 

12 

10.71 

10 9.45 

 7.16 

   

 3.51 

2.04 
 

 

TPU K80 P4 

Architectures 

T4 P100 
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Gaining 24.23 percent, the Tesla T4 outperformed the P4 by a factor of 1.31, reducing the runtime 
from 551.60 to 417.98 seconds. T4 earned 2.69 times as much as K80, reducing the runtime to 417.98 
seconds (from 3950.44 seconds) with an efficiency gain of 89.40%. In the end, a comparison was 
made between the Tesla P100 and the other GPUs, and the results were analysed. Gains of 11.77 
percent were achieved, or 1.13 times faster execution compared to the T4, with a time drop from 
417.98 seconds to 368.81 seconds. In all, the time spent in conference with P4 was reduced from 
551.60 seconds to 368.81 seconds, a 33.14 times improvement. Gains of 3.05x and 67.23 percent 
were achieved in head-to-head competition with K80, with execution time reduced from 1125.37 to 
368.81 seconds.  

A comparison of speedup was also done between graphics processing units (GPUs) and the 
Google Colab TPU. The algorithm's runtime was shortened in half from 1935.49 seconds to 1125.37 
seconds (a speedup of 41.86%) when it was executed on the Tesla K80 GPU rather than the TPU. As 
can be seen in Figure 13, a comparison of speedup was also done between graphics processing units 
(GPUs) and the Google Colab TPU. The algorithm's runtime was reduced in half from 1935.49 seconds 
to 1125.37 seconds (a speedup of 41.86%) when it was executed on the Tesla K80 GPU rather than 
the TPU.  

 

 
Fig. 13. GPU speedup architecture compared to 
TPU 

 
Table 2 shows the comparison of runtime reduce and the speed gains when testing with different 

architectures of GPU, CPU and TPU. 
 
  Table 2 
  Comparison between GPU’s, CPU and TPU 

Comparison Factors 
GPU’S 

TPU CPU 
Tesla K80 Tesla T4 Tesla P4 Tesla P100 

Reduce in Runtime 
(seconds) 

1125.37 
seconds 

417.98 
seconds 

to 
551.60 

368.81 
seconds 

1935.49 
ms 

3950.44 
seconds 

Speed Gain (times, x) 3.51x 9.45x 7.16x 10.71x 2.04x --- 

 
In the end, the Tesla P100 GPU proved to be 5.24 times more effective than the TPU, by reducing 

the execution time in half, from 1935.49 to 368.81 seconds. This represented an improvement of 
80.95%. Table 3 describes the speedup comparison between TPU and GPU’s by analysing the speed 
in detection. 
 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 31, Issue 3 (2023) 50-67 

61 
 

   Table 3 
   Speed-up comparison between all GPU’s and TPU 

Comparison Factors 
GPU’S 

TPU 
Tesla K80 Tesla T4 Tesla P4 Tesla P100 

Gain in Speed (%) 41.6% 78.41% 51.51% 80.95% 50.01% 
Speed Gain (x) 1.71x 4.63x 3.50x 5.24x 2.04x 

 
A total of 32 filters (num-features) were established for CNN's development, with 16 operators 

assigned to adjusting the RNA weights (batch size) throughout the course of 100 seasons of training. 
Over 15 seasons, a stop-metric to cease was also established (called EarlyStopping). The ELU 
(Exponential Linear Unit) activator was used in the convolution layer, with a 20% Dropout. 

The tests were run with Google Colab's four video cards. Figure 14 shows a comparison between 
the accuracy levels and the execution on the CPU and TPU. Note that the RNA validation base was 
not used to derive the stated accuracy levels. For GPUs, the Tesla K80 had the highest accuracy, at 
65.67 percent. Overall, the accuracy of the GPUs was slightly lower than that of the CPU and TPU, 
with the exception of the Tesla T4, which achieved an accuracy of 65.39. The Tesla P4 and P100 both 
attained an accuracy of 64.05, while the TPU scored 65.25 and the CPU earned 65.17.  

 

 
Fig. 14. Accuracy result based on each architecture 

 
The result of the accuracy obtained in each architecture of GPU’s, CPU and TPU presented in 

Table 4. 
 

Table 4 
Accuracy comparison between GPU’s, CPU and TPU 

 
 
 

 
3.2 Performance Evaluation of Convolutional Neural Networks using TPUs, GPUs and CPUs with 

Previous Research 
 
Convolutional neural networks (CNNs) have become a popular and effective tool for a wide range 

of machine learning tasks, from image processing. Training and evaluating convolutional neural 
networks (CNNs) can demand substantial computational resources, necessitating a considerable 
amount of processing capacity and duration [22]. In order to overcome this difficulty, researchers 
have examined different hardware platforms to expedite the training and prediction of CNNs. These 

Comparison Factors 
GPU’S 

TPU CPU 
Tesla K80 Tesla T4 Tesla P4 Tesla P100 

Accuracy (Percentage) 65.67% 65.39%. 64.05% 64.05% 65.25% 65.17% 

80 

70  65.17 65.25 65.67 65.39 64.05 

60 

50 

40 

30 

64.92 

  

 
CPU TPU K80 T4 P4 P100 

Architectures 
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include graphics processing units (GPUs), central processing units (CPUs), and tensor processing units 
(TPUs). 

Our objective in this study is to present a comprehensive and current assessment of CNN’s 
efficacy employing GPUs, TPUs, and CPUs. Specifically, we will compare the accuracy, training time, 
inference time, and power consumption of CNNs trained and tested on each platform and discuss 
the relative strengths and weaknesses of each platform for different types of CNN models and tasks. 
Additionally, we will review and cite previous studies that have compared the performance of CNNs 
on TPUs, GPUs, and CPUs, and highlight any unique contributions or innovations in our methodology 
or experimental design. Overall, our study aims to provide insights to optimize the performance of 
CNNs using different hardware platforms. 

Raj et al., [23] compared the performance of CNNs on GPU, TPU, and CPU for FER using the 
FER2013 dataset. The models were evaluated based on their accuracy and the time taken for training. 
The researcher found that the GPU outperformed both the TPU and CPU in terms of accuracy, with 
an accuracy of 70.25%. The TPU had an accuracy of 68.86%, while the CPU had an accuracy of 65.63%. 
The training time was fastest on the TPU, with a time of 270 seconds, followed by the GPU with a 
time of 360 seconds, and the CPU with a time of 2700 seconds. Overall, researchers found that the 
GPU outperformed both the TPU and CPU in terms of accuracy, while the TPU had the fastest training 
time. However, it is important to note that the researcher did not evaluate other factors such as 
energy consumption or inference time. 

The performance of CNNs for FER using the FER2013 dataset was evaluated by the researchers 
Sharma et al., on CPU, GPU, and TPU [24]. Accuracy, training time, and inference time were used to 
evaluate the performance of the models. According to the results obtained, the GPU achieved the 
highest accuracy of 63.32%, surpassing both the TPU and CPU. The TPU exhibited an accuracy of 
60.52%, whereas the CPU yielded an accuracy of 57.56%. The GPU exhibited the shortest training 
time of 200 seconds, followed by the TPU with 208 seconds and the CPU with 1440 seconds. In terms 
of inference time, the GPU demonstrated the quickest performance, with 0.02 seconds per image. 
The TPU followed with 0.03 seconds per image, while the CPU had the slowest performance with 
0.10 seconds per image. Overall, the researcher found that the GPU outperformed both the TPU and 
CPU in terms of accuracy, training time, and inference time for CNNs on the FER2013 dataset. 

The researcher Ravikumar et al., [25] conducted a comparative analysis of CNN’s performance on 
CPU, GPU, and TPU for FER using the FER2013 dataset, measuring accuracy, training time, and 
inference time. According to their findings, the GPU exhibited the highest accuracy of 70.13%, 
outperforming both the TPU and CPU. The TPU had an accuracy of 69.95%, while the CPU had an 
accuracy of 63.63%. The training time was fastest on the TPU, with a time of 14 seconds, followed by 
the GPU with a time of 27 seconds, and the CPU with a time of 255 seconds. The inference time was 
fastest on the TPU, with a time of 0.011 seconds per image, followed by the GPU with a time of 0.029 
seconds per image, and the CPU with a time of 0.250 seconds per image. In summary, the study 
discovered that the TPU outperformed the GPU and CPU in terms of training time and inference time, 
while the GPU achieved the highest accuracy. Based on the comparison of different research papers, 
it can be concluded that the performance of CNNs on CPU, GPU, and TPU for facial expression 
recognition (FER) using the FER2013 dataset varies depending on the specific model architecture, 
dataset pre-processing, and hardware specifications. 

In general, the GPU outperformed both the TPU and CPU in terms of accuracy and training time 
in most studies. However, the TPU had the highest performance in terms of training time and 
inference time in some studies. It is important to note that the choice of hardware platform for 
training and inference should depend on the specific needs and constraints of the application, 
including the size of the dataset, the complexity of the model, the available hardware resources, and 
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the desired performance metrics. Overall, the performance of CNNs on CPU, GPU, and TPU for FER 
using the FER2013 dataset has been extensively studied in the literature, and these studies can 
provide valuable insights for researchers and practitioners in the field of computer vision and deep 
learning. By doing so, they may be able to achieve faster and more accurate results, which could lead 
to better performance in real-world applications. 

 
3.3 Test Performance with Analysed Platforms 

 
In order to run the tests, an image must be loaded, and facial recognition must take place before 

any conclusions can be drawn about the emotions shown there. The OpenCV package was utilised 
for the recognition since it contains a pre-trained model for the desired characteristic, in this 
instance, facial features. To be more specific, we used the file named haarcascade frontalface 
default.xml. Haar Cascades uses the Adaboost learning algorithm that choses a few numbers of 
significant features from a large set-in order to provide an effective result of classifiers. After the 
picture and classifier have been setup, face recognition may be performed. The original image must 
be converted to grayscale because the utilized classifier only accepts those 48x48 grayscale images. 
After converting the colour image to grayscale, facial features may be identified, and the associated 
emotions can be predicted. Although tests of CNNs were run on all three architectures namely CPU, 
GPU, and TPU, the result obtained by the architecture that achieved the best precision in the training 
phase is illustrated in figures below. In this case, the tests were run on the Tesla K80 GPU since it able 
to reduce execution runtime and performed the classification with highest accuracy during 
classification. 
 
 

 

 

 
Fig. 15. Happy expression  Fig. 16. Angry expression 

   

 

 

 
Fig. 17. Scared expression  Fig. 18. Surprised expression 
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Fig. 19. Sad expression  Fig. 20. Neutral expression 

 
While CNN performed poorly in identifying both scared and surprise across all test designs, other 

systems performed far better. The fact that scared and surprise may be easily mistaken for one 
another is due to the fact that they share comparable facial traits such as brows, eyes and lips. They 
share characteristics such as an eyebrow raised without drawn together and open jaw as shown in 
Figure 21. 

 

          
Fig. 21. Mismatch results for scared and surprised 
expression 

 
The purpose of this test is to evaluate the system recognises trained facial expressions effectively. 

Since the system successfully recognised the user's face 99.24% of the time, it can be said that it 
performs well. Images are examined against the facial expression classification system after an 
appropriate training. 

Based on the test findings for 7 various expressions, including sadness, surprise, anger, neutral, 
scared, disgust, and happiness, the experiment was run ten times for each expression. All tests were 
successfully recognised by the system. While the findings of the expressions of surprise and scared 
both had errors twice, and the results of the expression of anger had an error once. 

Ten analyses for each expression were performed as part of the test, and the findings are 
displayed in Table 5 as the confusion matrix's results. The table will display which expressions are 
straightforward to predict, predict occasionally, and difficult to predict. According to an analysis of 
this table, two out of every ten attempts to predict facial expressions are made using the traits of the 
expression that provide the incorrect results. 
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Table 5 
Confusion Matrix 

 Number of Predictions 

N
eu

tr
al

 

H
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p
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Sa
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A
n

gr
y 

D
is

gu
st

 

Su
rp

ri
se

 

Sc
ar

ed
 

Ex
p

re
ss

io
n

s 

Neutral 10 0 0 0 0 0 0 
Happy 0 10 0 0 0 0 0 
Sad 0 0 10 0 0 0 0 
Angry 0 0 0 9 1 0 0 
Disgust 0 0 0 3 6 0 0 
Surprise 0 2 0 0 0 8 0 
Scared 0 0 2 0 0 0 8 

 
4. Conclusions 

 
Using a convolutional neural network, GPU significantly outperforms previous generations in 

facial emotion recognition. Its benefits over central processing units are enormous. Stream processor 
has been shown to operate well with convolution neural networks in experiments. This work 
demonstrates that GPUs are just as quick and efficient than CPUs and TPUs when it comes to deep 
learning. The task here involved measuring and visualizing their performance in a variety of ways to 
determine how well they performed. This finding proved that Deep CNNs can learn face features and 
perform adequately in emotion recognition. The term "deep learning" is used to describe a set of 
machine learning algorithms that can automatically learn a deep architecture's hierarchical 
representation for classification purposes. Access to data and processing power are necessities for 
deep learning. Not only does speed of training and scaling affect how effective a deep learning 
solution is, but accuracy is also important. This research provides empirical evidence that deep 
learning computation speeds may be significantly improved on GPU-enabled systems. The new 
method improved RNA accuracy by as much as 65.67%. When compared to running the programme 
on a traditional central processing unit (CPU), the version optimized for the Tesla P100 GPU is up to 
10.71 times faster. 
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