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ARTICLE INFO ABSTRACT 

 
The need, for recommendation systems in the online shopping industry has become 
more evident due to the impact of the COVID 19 pandemic, which has shifted consumer 
behavior towards platforms. Conventional recommendation systems based on user 
activity data often struggle to capture consumer preferences regarding product visuals. 
This study explores the emerging field of recommendation systems utilizing similarity 
to enhance product suggestions. By examining Convolutional Neural Networks (CNN) 
and k Nearest Neighbors (KNN) in analyzing product images for similarities we aim to 
assess their influence on recommendation accuracy and personalization. A key 
contribution of this study is blending visual similarity metrics with recommendation 
algorithms showing that this combined approach significantly boosts user satisfaction 
through personalized and relevant product recommendations. Research findings 
indicate that integrating visual similarity can notably enhance user satisfaction by 
offering relevant product recommendations. Additionally, we discuss how 
incorporating visual similarity metrics, into recommendation algorithms could 
transform e commerce by providing a tailored and immersive shopping experience. This 
analysis not provides insight into the status of visual based recommendation systems 
but also suggests future paths, for investigation and integration to improve online 
shopping platforms. 

 

Keywords: 
Recommender System; E-Commerce, 
Online Shopping; Visual Similarity; 
Convolutional Neural Networks (CNN); 
k-Nearest Neighbors (KNN) 

 
1. Introduction 
 

The growth of e-commerce has made online shopping more accessible than ever, thanks to the 
spread of technology and the availability of internet enabled devices. There are, however, too many 
products available on the web which can confuse customers. This has led to increased competition 
for international e-commerce platforms, meaning they have to come up with better ways of 
increasing their revenues. In addition, the COVID-19 pandemic has also contributed significantly to 
this trend as lockdowns and social distancing measures have resulted in increased reliance on online 
shopping platforms by many consumers. This rise in online shopping like never before calls for more 
sophisticated recommender systems. 
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Recommendation systems are increasingly important in improving customer experiences on e-
commerce sites [1-3]. They utilize machine learning algorithms to suggest items that match users’ 
preferences thereby enhancing buying experience [4,5]. By evaluating information from various 
sources such as past purchases and customer’s individual needs, they give personalized product 
recommendations via different channels like email, apps and websites [4,5]. It allows customers to 
find new things concerning their interest. 

Recommendation systems belong to a kind of artificial intelligence which is responsible for 
leading the customers to new products [6,7]. As filters, they handle large amounts of data so that 
they can show relevant content aligned with user preferences [8,9]. This way, not only is the 
searching process much easier but also information retrieval involves minimal efforts from users. 

A well-designed and implemented recommender system can be very beneficial to a company in 
terms of increasing sales volume, profitability, and differentiation from other competitors [10]. These 
kinds of systems employ data analytics together with machine learning [8]to study consumption 
patterns by customers whereby businesses are able to make personalized product 
recommendations. These trends are captured through event analysis and user interaction 
identification within the systems such that the customer preferences will best match those 
recommendations. The method of recommending products is chosen carefully since it has a huge 
impact on the efficiency as well as accuracy of the system [11,12]. Proper methods used will ensure 
that the products recommended will appeal to the consumers more [13]. 

 
2. Background  
2.1 Overview of Recommender System 

 
Due to increased usage of online shopping, there is a huge amount of user data over time, 

resulting in information overload which makes it hard for shoppers to find the items they want 
quickly. To solve this problem, there has been increasing dependence on recommender systems. 
These are designed to improve the shopping experience by providing personalized product and 
service recommendations that align with users' preferences. Development of advanced 
recommender technologies is thus becoming essential for online retailers wishing to attract and 
retain customers. 

According to the research of Roy and Dutta [14], these systems are very important in helping e-
commerce businesses succeed by managing the tons of products available and highlighting only those 
that are most relevant to particular users. Subsequently, these systems not only prevent information 
overload but also enhance user interaction by aligning product recommendations with their 
preferences and interests. This personalization will encourage visits repeatedly, thereby increasing 
customer loyalty and generating more revenue. According to Hussien et al., [15], in an increasingly 
competitive atmosphere of e-commerce, the effectiveness of these systems in delivering customized 
recommendations will be drawing and keeping customers. Moreover, for a varied e-commerce 
platform, it becomes essential to strike a balance between consumer demands and business 
objectives with the help of effective recommendation strategies. 

Recommender systems have become essential for e-commerce platforms that aim to remain 
competitive. As data getting better at providing precise and customized suggestions, helping users 
quickly find what they need among numerous products. This capability is crucial for the success of 
online shopping sites, as it helps manage the overwhelming amount of information and improves 
customer satisfaction. Ultimately, effective recommender systems are fundamental to enhancing the 
shopping experience and ensuring the growth of e-commerce businesses.               
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2.2 Phases in the Recommendation Process 
 

The recommendation process comprises three primary phases: information collection, learning, 
and prediction or recommendation. Figure 1 provides an overview of these phases within the 
recommendation process. 

 

 
Fig. 1. Phases in recommendation process 

 
In the information collection stage of any recommender system, data is collected from various 

sources to form user profiles. This can include information about users' activities on the platform, 
registration information, interactions on social media, and their shopping history. The system is 
supported by various types of explicit and implicit user feedback that will enhance its ability to 
recommend based on particular interests. 

Explicit feedback in the form of user ratings, reviews, likes, and other expressions of preference 
significantly enhance the accuracy of recommendation systems. The processing of such feedback is 
a lifetime task aimed at improving usability and capturing as much information as possible to reflect 
the many forms of expressing preferences in the digital environment. Implicit feedback is obtained 
through actions such as clicks, viewing duration, and purchase history. The former provides a 
background information base regarding user preferences that are not directly indicated but rather 
inferred from activity. It is therefore possible for recommendation systems more accurately to adapt 
and diversify their suggestions to the fluctuating ways users interact with and engage with contents 
by combining explicit with implicit feedback. It understands a hybrid approach to a broader spectrum 
of user interactions; hence recommendations become more relevant as well as diverse. 

In the learning phase of a recommendation system, many computational techniques are 
employed, originating mostly from machine learning. The system attempts to discover patterns and 
relationships in the data while attempting to match user preferences with attributes of various items. 
It involves training algorithms that will be applied to adjust recommendations based on specific 
tastes. 

Next will be the prediction or recommendation phase, where it offers predictions or 
recommendation personalized to individual user based on the assessment of items using predefined 
user profiles and historical data to recommend the most appropriate recommendations [16].         
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2.3 Recommendation Techniques 
 
Recommender systems form the key component of the modern digital ecosystem by providing 

personalized recommendations to users, helping them sift through the unbearable information. 
While applying types of collaborative and content-based filtering, they work with enormous data sets 
and track changes in user preferences over time. For researchers and practitioners in this field, it may 
be interesting to learn that recommender systems use different approaches, each with unique 
strengths and weaknesses. 

Recommender systems employ diverse strategies intended to increase the accuracy and 
efficiency of the systems. Such systems are very important in attracting and retaining customers by 
providing unique personalized recommendations and offers to each individual. Techniques of this 
kind can dramatically enhance customer experience, which in turn fosters loyalty and subsequently 
increases a firm's revenue. Several critical areas have to be identified and addressed; for instance, 
the cold-start problem where there is no historical data available for a new user or new item for the 
system. Recognition of such problems makes recommendation systems more effective with better 
recommendations given becoming more accurate, usable, and valuable for each customer. 

Recommender systems employ three basic techniques of item recommendation: collaborative 
filtering (CF), content-based (CB) filtering, and hybrid-based (HB) filtering. The latter integrates 
several approaches to enhance precision while offsetting the shortcomings inherent in solely utilized 
methods. CF provides recommendations based on the activities and preferences of similar users. 
Conversely, CB filtering recommends items based on an analysis of the attributes of the items and 
how these match the user's interests. 

Advanced techniques add to the arsenal of personalized recommender systems. The filtering 
types that fall under semantic-based filtering aim at capturing the meaning of both the items and the 
user's preferences. Ontology-based filtering, in contrast, employs structured models to map 
relationships between users and items, giving an extended view of user tastes. 

 
2.3.1 CB filtering technique 

 
A CB system recommends products to users by analyzing the characteristics, categories, or other 

attributes of the products. It also considers the user's interests and preferences to customize 
recommendations that are likely to be relevant. Thus, it focuses on a match between product 
features and the user's exact tastes and needs. In terms of auxiliary data analyzed, characteristic 
texts, images, and videos associated with both products and consumers form the basis of CB 
recommendations. The methodology enables exhaustive comparisons for deriving tailor-made 
suggestions [17]. 

Kaur and Bathla [18] stated that in CB filtering, the recommendation is matched with a profile 
developed from the user's initial interaction with the system. The approach is quite dependent on 
the characteristics of items such as products, movies, or articles and how these traits correspond to 
user preferences. A user profile is created by analyzing the features of items that the user has 
previously liked or interacted with. Items are recommended that have similar attributes; thus, they 
are likely to be appealing to the user. The precision and efficiency of this system highly depend on 
the accuracy and completeness of item descriptions and definitions as well as strength-user profiles. 
Therefore, it can provide recommendations that are relevant as well as accurate. 

The CB filtering employs various models to detect similarity among items or documents so that 
recommendations given are relevant and accurate. These models analyze the properties or 
characteristics of the items to establish similarity. Huang [19] stated that, in this approach, the Vector 
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Space Model is utilized wherein techniques such as Term Frequency Inverse Document Frequency 
(TF-IDF) and Probabilistic models are used, including the Naïve Bayes Classifier, Decision Trees, and 
Neural Networks. All these methods try to explain how documents within a collection relate to one 
another. They apply either statistical analysis or machine learning to develop algorithms that yield 
recommendations based on an inherent model. While CB filtering excels in delivering personalized 
suggestions by leveraging information about the products and user preferences, its effectiveness 
mainly depends on the quality and depth of knowledge regarding attributes of items feature 
products. Thus, capturing these characteristics better and representing them will be the key factor 
for achieving better accuracy as well as relevance in recommendations within CB systems. 
 
2.3.2 CF filtering technique 

 
The CF technique is a key method used in recommender systems, commonly seen on various e-

commerce sites. This technique improves a user’s shopping experience by identifying similarities in 
choices among consumers [20]. Essentially, it assumes that users with similar tastes are more likely 
to appreciate the same items. This approach helps in making more personalized recommendations, 
ultimately aiding users in making better purchasing decisions. Such systems suggest products by 
analyzing explicit ratings given by users who share similarities. A new user’s preferences are 
compared with the existing database to identify like-minded individuals, or ‘neighbors’, to predict 
potential interests effectively [21]. 

According to Li et al., [22], the CF algorithm is the most well-known and accepted algorithm due 
to its many advantages. Further, it is easy to implement with low data dependency and offers 
accurate recommendation results. Basically, CF makes recommendations by learning from user-item 
historical interactions, either explicit like user’s previous ratings or implicit feedback, like browsing 
history. To agree with Karabila et al., [23], a collaborative recommender system harnesses the 
collective insights from a user community, tapping into their expressed interests in various items to 
infer recommendations for others. These systems deploy CF techniques to scrutinize vast datasets 
reflecting users’ principle that individuals with comparable tastes on certain items will likely agree on 
others.  

In addition, CF recommendation operates on the premise that individuals with comparable tastes 
and preferences will have similar interests over time, and these interests can be inferred from their 
past behaviours. The CF algorithm relies on user activity, identifying close counterparts among users 
to project their future preferences based on the observed preferences of their peers. Basically, CF 
methods are developed by collecting extensive data on user behaviour, activities, and preferences. 
They predict individual user preferences by identifying patterns of similarity among users [24]. 

CF technique can indeed be categorized into two main categories: model-based CF and memory-
based CF, each with its approach to generating recommendations based on user-item interactions. 

Generally, the model-based method predicts unseen items by populating the matrix with 
projected ratings [18]. These predictions are facilitated by employing data mining methodologies to 
analyze the existing preferences and behaviours. This technique uses existing user-item ratings to 
build a model that predicts or fills in missing values in the user-item interaction matrix. This method 
seeks to improve collaborative filtering by suggesting products that users have not yet explored. 

Model-based CF employs a proactive strategy, using probabilistic techniques to anticipate and 
suggest contents. It prescribes the prior construction of a knowledge model that blends information 
about users or items and features scores assigned to items within a particular framework [16]. This 
approach enhances accuracy and efficiency in predicting user preferences as well as recommending 
interesting items. 
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Furthermore, in accordance with Nilashi et al.,, [20], model-based methods in CF algorithms 
leverage collective user ratings to create predictive models. These models efficiently estimate user 
preferences and address scalability issues commonly associated with memory-based methods, such 
as k-NN, by simplifying the recommendation process. Model-based algorithms offer a distinct 
advantage over memory-based ones by eliminating issues such as scalability and storage. These 
algorithms leverage precomputed models to make quick predictions, significantly reducing the time 
required for real-time computations compared to memory-based approaches that require on-the-fly 
calculations. 

The CF Algorithm’s memory-based definition measures how similar one customer is to another. 
No need for pre-calculation, no offline design to be able to make prediction or suggestion in memory-
based CF methods. The most typical ones are scalability and sparsity [16]. It has been argued that 
every user with like interests belong to the same group [25]. By finding neighbours of a new user or 
currently active user, anticipatory preferences on a new item can be generated. As you can see, 
memory-based CF technique can be divided into two main types: item-based and user-based CFs. In 
relation to these two techniques, the nearest neighbourhoods which are typically referred as user-
based and item-based are normally their memory-based CF approaches’ two basic NNH methods 
[16]. 

On other hand, item-based CF algorithm works under the philosophy “if you like this then you 
may also like that” as observed by Ajaegbu et al., [26]. Amazon came up with an algorithm that looks 
into the products. It is done by choosing suggestions through buying or rating of products from 
customers and then combining them with others like them via such metrics and lists of 
recommendations. First, item-based CF examines user-item matric which indirectly leads to these 
connections for consumers by means of this way.To identify relations among dissimilar items, item-
based CF analyses the user-item matrix first and circuitously calculates recommendations for clients 
by means of these relations. For example, CF algorithms mostly combine feedbacks on items given 
by various users and define the similarities between items and items (item-based) or between users 
and users (user-based) to give a suggestion to a specific customer [20]. 

The User-Based Collaborative Filtering engine works on “people like you” model where it suggests 
an item already liked by similar people [26]. CF algorithm operates by collecting user preference data, 
then use KNN algorithm to compute cluster of nearest users to conclude common preference of N 
nearest users, after that based on degree of common preference provides non-common preferences 
towards users. 
 
2.3.3 HB filtering technique 
 

HB filtering techniques combine more than one filtering approach. The HB approach is developed 
to address certain challenges that are prevalent in traditional filtering techniques like collaborative, 
content-based, and demographic filtering. One of the main challenges is the cold start problem, 
where occurs due to users have insufficient interaction data or new items which causes difficulty to 
make accurate recommendations; overspecialization, which leads to a narrow range of suggestions; 
and the sparsity problem, where there’s too little data due to a large number of items but relatively 
few ratings. The HB filtering seeks to enhance both the precision and the efficiency of 
recommendations by integrating the strengths of the aforementioned filtering methods [27]. 
According to Nahta et al., [28], previous solutions to the issue typically relied on direct user feedback. 
However, in collaborative models, a more refined measure of similarity has been introduced to 
mitigate issues encountered when new users join the system. Besides that, a hybrid model in the 
context of recommender systems denotes an approach that amalgamates multiple recommendation 
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techniques to harness their collective strengths [17]. A hybrid system approach addresses these 
limitations by integrating multiple data inputs and merging several algorithmic strategies or 
recommendation modules into a single system [27]. 

HB recommendation system often emerges from blending multiple methods to mitigate their 
individual limitations. Such systems synergize collaborative and content-based mechanisms to 
balance out their respective shortcomings. The hybrid techniques can be categorized operationally 
into various type: weighted hybrid, mixed hybrid, switching hybrid, feature-combination hybrid, 
cascade hybrid, feature augmented hybrid and meta-level hybrid, each offering unique 
enhancements to recommendation accuracy and relevance [27]. 
 
2.3.4 SB filtering technique 

 
SB filtering techniques introduce meta-knowledge about item semantic attributes or 

characteristics into the recommendation process, often outperforming traditional filtering methods. 
This technique ensures that recommended items align with users’ preferences and interests. Users’ 
information, like their preferences, is often store in personalized profiles. This data can be collected 
explicitly by asking users to provide specific details about items or gathered implicitly from their 
interactions with the system, such as reviews, ratings, and transaction history. 

Employing domain or reference ontology to establish connection between user profiles and item 
features is the most effective approach. It helps represent items in a structured manner to link user 
profiles with the reference ontology representing items. This recommended item aligns more 
accurately with their interests. SB filtering techniques consists of four main phases: ontology 
construction, profile refinement, nearest neighbour search and performance evaluation. 

In the ontology construction, the system creates a detailed reference framework or items by 
collecting information from diverse sources. It also constructs personalized user profiles based on 
these items, linking them through an interest score to measure relevance. In the profile refinement 
phase, the user profiles are updated using a method that spreads activation; thus, improving the 
accuracy. Subsequently, in the Nearest Neighbour Search, users with similar interests are identified, 
thus, helps in tailoring personalized recommendations. The final step involved evaluation based on 
metrics like Mean Absolute Error (MAE), Recall, F-Measure, and Precision.  

Besides that, there are two methods that can be applied in SB filtering technique: the ontology-
based filtering technique and graph-based filtering technique. 

Ontology-Based Filtering Technique: According to Nilashi et al., [29], ontology-based 
recommender systems use a structure hierarchy of user and item profiles to improve 
recommendations, browsing, and the creation of user profiles. These systems overcome some 
limitations of collaborative filtering by organizing items into a knowledge framework. However, it can 
be challenging to distinguish items within the same category using ontologies. In these systems, user 
preferences are mapped against the ontology’s structure, with each aspect receiving a weight based 
on both explicit interactions, like ratings, and implicit ones, such as the frequency of views or reads. 

Graph-Based Filtering Technique: According to Ong et al., [30], in the context of recommendation 
systems, a graph-based clustering algorithm can be employed to categorize users into distinct groups 
on a user-item graph. This graph is bipartite, illustrating the connections between users and the items 
they have engaged with, through ratings or other interactions. Connections in these networks can 
have weights, representing the strength or nature of interactions. Grouping users with similar tastes 
into clusters improves the system’s recommendation accuracy and relevance. However, developers 
of these tools encounter challenges including data scarcity, scalability, complex initial setups, limited 
time and resources, and the risk of overwhelming users with too much information. To address these 
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issues, a new approach has been developed where rating data is represented using graphs, enhancing 
the system’s ability to predict accurately [31,32]. 

 
2.4 Summary of Recommendation Techniques 

 
In prior section, different data filtering techniques used in recommender systems, each with its 

unique approach. It’s important to thoroughly understand the features and capabilities of each 
technique to choose the most appropriate one for a specific recommender system. This section aims 
to contrast the techniques’ differences, highlighting their strengths and weaknesses. Table 1 outlines 
the advantages and limitations of each data filtering technique employed in recommender systems. 

 
Table 1 
The advantages and limitations of each data filtering technique employed in recommender system 
Approach Advantages Limitations 

CB 1.Content-based recommender system craft 
unique user profiles based on individual 
preferences and interactions, ensuring 
personalized content curation without the 
influence of others’ opinion. 
2. They offer clarity on their operational 
mechanisms, allowing users to understand the 
basis on which recommendations are made. 
3. These systems excel at suggesting new and 
unrated items, benefiting users who are new to 
the platform by expanding their discovery horizon. 

1. Generating attributes for products in specific 
domains can be challenging. 
2. CBF tends to promote homogeneous items, 
leading to an overspecialization issue. 
3. Obtaining user feedback in CBF is 
challenging since users often do not rate items 
as they do in Collaborative Filtering (CF), 
making it difficult to gauge the accuracy of 
recommendations. 

CF 1.Memory-based Collaborative Filtering 
techniques enable rapid deployment of 
recommender systems. 
2. This technique allows for seamless and 
incremental integration of new data. 
3. In contrast, model-based collaborative filtering 
enhances the accuracy of predictions. 

1. The cold start problem CF arises from the 
need for substantial pre-existing user data to 
make precise recommendations. 
2. In terms of scalability, CF must cater to 
environments where billions of users and 
product exist, necessitating significant 
computational resources to generate 
recommendations. 
3. The issue of sparsity is highlighted on major 
e-commerce platforms, where the vast array of 
items means that only a small fraction of the 
product range receives ratings, typically by the 
most active users, leaving popular items with 
relatively few ratings. 

HB 1. Combining diverse filtering methods improves 
recommendation precision by leveraging the 
strengths of different approaches. 
2. Hybrid filtering overcomes drawbacks present 
in individual techniques, offering more robust 
recommendations 
3. Utilizing various data sources effectively tackles 
challenges related to new or less active/items, 
ensuring better recommendations from the 
outset. 
4. Offers a more tailored recommendations 
experience by amalgamating multiple techniques, 
catering to various user preferences and 
behaviours. 

1. Hybrid-based filtering typically requires 
higher computational power, adding to the 
processing requirements of the system. 
2. Tends to be more complex both in terms of 
space (resource allocation) and time 
(processing duration). 
3. It often incurs higher expenses due to the 
need to integrate and manage multiple 
algorithms or methods. 
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SB 1. Have better performances and accuracy than 
traditional filtering techniques. 

1. More complex technique 

OB 1. OB filtering leverages structured knowledge 
representations to understand relationships and 
context between items, enhancing the system’s 
comprehension of user preferences. 
2. Using ontologies to model user preferences and 
item characteristics, recommendations become 
more tailored and personalized, aligning with 
users’ interests.  
3. Allow the integration of domain-specific 
knowledge, enabling systems to make more 
informed and contextually relevant 
recommendations within specialized areas. 

1. Reduced accuracy in Multi-Class 
Classification. In OB filtering, multi-class 
classification might lead to lower accuracy 
than binary-class classification. This limitation 
impacts the overall accuracy of the 
classification process within OB filtering 
systems. 

GB 1. GB filtering captures transitive associations 
within item, item or user and item relationships. 
This ability is particularly advantage in dealing 
with scarce data or limited coverage, enhancing 
the system’s ability to recommend items based on 
indirect connections. 
2. Graph structures allow for a rich representation 
of relationships among items or users. This 
comprehensive view enables the systems to 
uncover complex connections and dependencies, 
leading to more contextually relevant 
recommendations. 
3. GB models can scale efficiently, accommodating 
growing datasets while maintaining performance. 
They also offer flexibility in incorporating new 
data or relationships, making them adaptable to 
evolving recommendation needs. 

1. GB filtering is primarily designed for systems 
reliant on rating or binary feedback. 
2. Struggle to capture the precise order of user 
preferences, potentially leading to challenges 
in accurately ranking recommendations 
according to user preferences. 

 

2.5 Related Works 
 
Ay et al.,[33] constructed a visual similarity recommendation system through two primary phases. 

Firstly, the exploration of optimal methods for learning deep feature representations from images is 
conducted. The approach draws inspiration from Information Maximizing Generative Adversarial 
Networks (InfoGAN), leveraging mutual information to generate meaningful representations. In 
addition, popular pre-trained models such as Densenet, Resnet, Inception-V3, MobileNet, and 
VGGnet are utilized by removing their last layers for the shoe recommendation task. Secondly, a 
simple distance calculation is employed between query image features and others in the dataset. The 
proposed network architecture, a variant of InfoGan, involves modifications like Batch Normalization, 
Dropout, Leaky ReLU for the discriminator, and Batch Normalization, Dropout, ReLU for the 
generator. The training results highlight the idea points where the generator’s loss is lower than the 
discriminator’s real loss, indicating the generation of realistic images resembling the dataset. 
Evaluation metrics encompass model size, inference time for feature vectors, and precision rates 
against other popular pre-trained models, notably showcasing that the proposed model, delivers 
higher precision rates despite its smaller size and faster inference time. 

In assessing the proposed generative network, the study employs a set of evaluation metrics that 
include the size of the model, the time it takes to generate feature vectors, and the precision rates. 
These metrics are crucial in comparing the effectiveness of our generative network with other widely-
used pre-trained models based on convolutional neural networks. The benefits of our modified 
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model, which is based on the InfoGAN architecture, include faster processing times and more 
accurate results compared to larger, well-known models like VGG16, VGG19, and Resnet152. This is 
because out model is better at learning complex data patterns quickly. However, there are some 
possible drawbacks. The model’s ability to assess how similar images are might not be fully reliable, 
and its effectiveness could be depend heavily on the particular characteristics of the dataset used. 
This could make it less effective when applied to different kinds of data. Furthermore, although out 
model performs well in terms of speed and accuracy, more research is needed to confirm these 
results across a variety of datasets and uses. 

Next, Sheridan et al., [34] proposed a holistic system that marries CNN with Association Rule 
Mining for fashion recommendation engine. This proposed model will work under two scenarios: one 
where the user uploads images of products and the system, based on image recognition using CNNs 
and Association Rule Mining, suggests related items; and the other, where the system makes 
recommendations from the user’s past history using the CF approach. This model leverages CNNs for 
product recognition from images and uses association rule mining for suggesting frequently 
purchased together or related items. Further improvements in the recommendation system are 
suggested to be CF methods based on similar user preferences. 

To evaluate, these are the support and confidence for Association Rule Mining, CNNs accurate 
image classification, and model performance validation accuracy measures. The advantages lie in the 
integratingof image-based identification and recommendation with Association Rule Mining, 
enabling personalized suggestions based on user history. However, potential drawbacks include 
limitations in handling diverse or rapidly changing fashion trends and the reliance on historical data 
for recommendations, which may affect adaptability to evolving preferences and emerging fashion 
styles. Additionally, reliance on image-based identification might encounter challenges with accuracy 
in complex, less distinguishable product images. Nonetheless, the model exhibits promising 
capabilities in leveraging image recognition and historical data for tailored fashion recommendations. 

Kang et al., [35] proposed a model for the Complete the Look task aiming to measure scene-
product style compatibility. They utilized ResNet-50 to extract visual features from scene and product 
images, transforming them into a unified style space using a two-layer feedforward network. Their 
approach measures global compatibility by evaluating the distance between scene and product 
embeddings. It introduces local compatibility by matching scene regions with the product, 
incorporating category-aware attention to weight region relevance. The model’s objective function 
involves hinge loss considering triplets of scene, positive, and negative products to optimize the style 
embeddings. 

The authors compared their model’s recommendation performance with different baselines in 
accuracy and Top-K accuracy. They further explored the attention regions and conducted a human 
study to check how consistent the model is with the human sense of fashion. On the other hand, the 
qualitative results indicated that the model was able to produce compatible products. The proposed 
model takes into consideration global and local compatibility by use of attention mechanisms to 
discern relevant areas within scenes. 

The advantages of this model are that it has global and local compatibility. From the model come 
the advantages of global compatibility, where measures for both local and global compatibility 
account for style coherence and scene-product matching at over-arching and fine-grain levels. An 
attention mechanism that allows the model to focus only on the relevant regions inside the scene 
images helps in understanding the compatibility more accurately. In addition, the model showed 
comparative performance with human fashion experts, showing captured fashion sense. The authors 
further perform quantitative evaluations and thorough analyses, such as human evaluation, 
attention visualization, and qualitative assessment, which collectively assist in understanding what 
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the model does or why it reasons. The complexity of scene analysis, especially within the home 
domain with many objects present, challenges the model in identifying all the key areas for 
compatibility assessment. Its performance seems to be based on the complexity of scene, suggesting 
potential problems in handling a variety of scenes uniformly. It may rely very much on the quantity 
and quality of the training data available; hence, this could limit the model in predicting the evolving 
fashion trends. 

In another research, Addagarla and Amalanathan [36] preposed to develop a model that is 
tailored to present a visual product recommendation E-commerce Similar Image Network (e-SimNet). 
This model will use SqueezeNet architecture, known for its parameter efficiency, in the first stage for 
feature extraction from the input images. This approach is to make use of models that use 1x1 filters, 
reduce the input channels, and do late downsampling to improve the performance. In the model, the 
processing features are drawn from the convolutional layers that contatin spatial information, color, 
and texture. It also adds Bach normalization for the normalization of output values, which helps 
prevent the “dying ReLu” problem, and the pooling operations support down-sampling while retailing 
dominant features. The model was composed of the ANNOY algorithm for approximate nearest 
neighbor search. Similarity should be computed with the help of Euclidean distance measures, while 
the top-N most similar products should be recommended.  

The merits of the approach are that it uses the SqueezeNet architecture strategically; optimized 
for feature extraction with reduced parameters, downsampling well with efficient techniques of 
keeping the important information, and the addition of ANNOY with the intention of nearest 
neighbors search makes it computationally efficient. However, the possible limitations could be the 
model’s sensitively to post-training image variations and, hence, post-training will really have an 
effect on the accuracy in giving recommendations for products with altered orientations. In addition, 
computational requirements for processing large datasets can offer a memory and processing power 
challenge. But, proposed e-SimNet method contributes to promising results of top-N product 
recommendations. The Euclidean distance metric was used in this study to retrieve the items that 
are very similar to the search query and hence generate the top n recommendations of visual 
similarity [36]. 

On the other hand, Tayade et al., [37] proposed an exhaustive approach toward developing a 
recommendation system for clothing using deep learning and cosine similarity. The author 
amalgamates datasets from Kaggle and the DeepFashion Database, preconditions the images, and 
utilizes them in various computer vision tasks that include Clothes Detection, Clothes Recognition, 
and Image Retrieval. Preprocessing involves resizing images to some fixed dimension and changing 
them into suitable formats for deep learning models. For precision as well as rich information 
extraction, they employ transfer learning with a pre-trained VGG16 model to extract salient features 
from the images. Cosine similarity calculates the similarity of images; thus it creates a similarity 
matrix. This matrix drives a web application in which users select an item prompting the 
recommendation of visually similar products based on equivalence scores generated similarities. The 
system permits guest access as well as user accounts so that instant purchasing can be facilitated, 
and detailed email summaries of purchases are sent. 

The proposed system uses pre-trained deep learning models for feature extraction and cosine 
similarity to determine the visual similarity of clothing items. The resemblance between the two 
images is measured using cosine similarity scores and similarity matrices. This effectively utilizes 
transfer learning in feature extraction, so the system can recommend visually similar items with great 
accuracy. There are several factors that contribute to the experience: friendly web interface, instant 
purchase options, guest and user account support, and detailed email summaries. However, 
limitations might arise in capturing nuances visual features due to the fixed dimensionality of images 
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and potential constraints in handling diverse clothing categories or styles within the dataset. 
Additionally, as mentioned in the long training time for the VGG16 model, computational load 
training and processing such a large amount of image data is another possible downside.  

Towards more recently, Ahsan et al., [39] proposed a comprehensive approach to object 
detection and visual search in home scene images to recommend similar or exact furniture and décor 
products. The methodology involves two key steps: Object Detection on Scene Images and Visual 
Search. Object, detection entails training specific models for eight rooms and generating bounding 
boxes around furniture and décor products. The visual search employs two approaches: color 
matching using RGB histograms and a triple network using ResNet-50 embeddings. The triplet 
network leverages a triplet loss function to map images into a semantic space capturing high-level 
information. The system aims to retrieve exact matching products or similar ones when exact 
matches are unavailable in the catalog. 

Evaluation metrics include top-k accuracy for exact matching products and a user study for similar 
product retrieval. The advantages lie in the detailed analysis of different matching techniques, where 
the triplet network outperforms other methods for exact and similar matches. However, challenges 
exist in adapting the model’s performance to customer-generated review images, indicating the need 
for tailored strategies for different décor categories. The system’s online performance showed 
increased user engagement and average order value, validating the relevance of the visual search 
results, but further optimization might be necessary for diver real-world scenarios. In addition, 
network visualization highlights the network’s focus on specific characteristics of furniture items, 
aiding in understanding its decision-making process. 

In another research, Hiriyannaiah et al., [40] proposed a comprehensive end-to-end system for 
visual search and recommendation, which includes the following stages: Data Preprocessing, Feature 
Extraction with CNN and CAE, Classification, and Recommendation with the Deep Visual Ensemble 
Similarity (DVESM) approach. First, the images are preprocesses to extract features. Classification 
follows, utilizing CNN models such as VGG and InceptionV3. Later, these features are fine-tunes using 
CAE to fine-grain the features that are captured and are discrete details needed in recommendation. 
The Recommendation System applies DVESM that combines several similarity metrics to compute 
the similarity between query and catalog images. 

The proposed model highlighted on various datasets using metrics like AUC, RMSE, and Recall. 
The values of AUC and RMSE show the superiority of DVESM over the baseline methods in the 
accuracy of recommendations and errors reduction. However, while DVESM does well over it, it 
suffers in some categories like Sunglasses and Shoes, whereby other methods like VisRank take over 
due to the differences in feature extraction and weight updates. 

The advantages of the proposed model, which enhance the recommendation accuracy. The 
DVESM promises an improved accuracy in recommendation that the baseline methods, more so, in 
the event of sparse datasets. The combination of both CNN and CAE is able to extract complex 
features, and with that, it is able to improve effective recommendation characteristic for subtle 
features. However, some category-specific challenges limit it, like Sunglasses and Shoes, where the 
feature extraction and weight updates differences cause the model to do poorly and hence has better 
results in alternative methods like VisRank. This has been the reason this model has been so effective, 
given tuning across many parameters and metrics-increases not only the complexity but also the 
potential computational requirement. 

 
3. Methodology  
3.1 Dataset 
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The prototype’s model training dataset is the Fashion Product Images dataset on Kaggle, a 
comprehensive collection that includes high-resolution images of various fashion products. The 
dataset is structured with multiple category labels. It includes descriptive information for each item, 
making it suitable for categorization and recommendation in machine learning models related to 
fashion items. Besides that, there are 10 columns attributes in this dataset. Table 2 depicts the 
metadata of the dataset. 

 
Table 2 
Attribute descriptions of the selected dataset 
Attribute Name Details Field Type 

ProductId Unique identifier for each product Integer or String 
Gender Gender to which the product is catered (Men, Women, 

Boy, Girl) 
String 

Category General category of the product (Apparel, Footwear) String 
SubCategory More specific category within the main category 

(Topwear, Bottomwear, Dress, Socks, Apparel Set, 
Innerwear, Shoes, Flip Flips, Sandal) 

String 

ProductType Specific type of the product (Tops, Capris, Shorts, Tshirts) String 
Colour Color of the product String 
Usage The intended use or occasion for the product (Casual, 

Formal) 
String 

ProductTitle The title or name of the product String 
Image A file that links the product to its specific product image File 
ImageURL The URL where the product image is located String 

 
3.2 Data Preprocessing 

 
Before the dataset can be processed for model training, the initial step involves data cleaning. 

This essential phase employs a streamlined pipeline to ensure the data is properly prepared and 
optimized for subsequent training steps. 

 
i) Step 1: Handling missing data. 

○ Use the ‘sum()’ to find out the number of missing/null values in the dataset. 
○ No missing or null values in the dataset indicate the dataset is well structured. 

 
ii) Step 2: Remove duplicated data 

○ The number of the original data and the dataset after dropping the duplicate data 
remain the same, indicating there is no number of duplicated data.  

○ This can be proved by the number of duplicated data equal to ‘0’ after the checking. 
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iii) Step 3: Image URL validation 

○ The ImageURLs have been checked to ensure they have a valid format that looks like 
URLs.  

○ The validation check for ImageURLs shows that all 2906 URLs in the dataset are valid 
according to the regex pattern. Based on this pattern check, no invalid URLs indicate all 
the ImageURLs are valid and usable. 

 
 

3.2 Recommender System 

 
After the data preprocessing process, the CNN and KNN added wutg CB filtering techniques are 

now prepared to be fitted into the recommender system. Combining CNNs and KNNs with content-
based filtering in a recommender system allows leveraging the strengths of both: the strengths of 
CNNs and KNNs to understand and extract meaningful visual patterns from images and the capability 
of content-based filtering to match items with user preferences based on item features. In addition, 
there are multiple helpful built-in features for constructing a recommender system, including train-
test split and various metrics.  

Furthermore, the dataset is divided into train, validation, and test sets. The proportions for these 
sets are 60%-20%-20%. Outliers were determined using the Z-score method and interquartile range 
(IQR) method, considering threshold ±3 for the former and 1.5 times IQR for the latter. Continuous 
outliers were clipped to the nearest valid range or replaced with the feature median, while 
categorical outliers were reassigned to valid categories or excluded based on frequency. Min-Max 
scaling was applied so that all features would fall within [0, 1], which was required by KNN and CNN 
models. One-hot encoding was performed for categorical features 'Gender' and 'Category'. The 
stratified split was done to maintain the distribution of 'Gender' and 'Category' in different subsets. 
A reproducible pipeline implemented all preprocessing steps to ensure consistency and ease of 
scalability. It enhances transparency as well as reproducibility in methodology. 

Next, Euclidean distance is calculated as the square root of the sum of the squared differences 
between the corresponding elements of the two vectors. Subsequently, the algorithm is trained using 
the training set, and the validation set is used to compare the performances between the models 
while the model with the better performance will then be used in the test set. This prototype uses 
metrics like MAE, Root Mean Squared Error (RMSE), Mean Squared Log Error (MSLE), Median 
Absolute Error (MedAE), Precision and Recall at K, which help identify the extent of prediction errors.    

For enhanced visualization of descriptive analytics, dashboards are developed to streamline the 
representation of relationships between attributes. The data are visualized with a bar chart and the 
images can also be viewed according to the categories and subcategories. Additionally, pivot charts 
are utilized to facilitate an easier understanding of node connections and improve data visualization. 

 
3.3 GUI for Administrator 
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The prototype is designed for two users; the administrator and the customer. The administrator 
may login or register an account. After the account has been registered successfully, the 
administrator can login by using the username and password registered. After successfully log-in to 
the system, the administrator will go to the main page (see Figure 2). The main page will initially will 
show the data visualization first. Additionally, on the main page, a navigation sidebar is placed on the 
left side. In the navigation sidebar, a greeting will be displayed for the administrator along with the 
‘Data Visualization’ and ‘Pivot Table’ options.  

 

 
Fig. 2. Main page for the administrator  

 
The dataset chosen in this research study is E-commerce Product Images from online open 

source, Kaggle.  When the option ‘Data Visualization’ is selected, a bar chart indicates the fashion 
product distribution will be shown up. The bar chart will show the total number of products under 
each subcategory with different colours for better visualization (see Figure 3). Besides that, the 
administrator can choose between ‘Apparel’ and ‘Footwear’ to see the different bar charts for both 
categories.   

 

 
Fig. 3. Bar chart for total product for each category and the category options for selections  

 
In additional, the administrator can also view the sample images for each subcategory under the 

bar chart. The options between subcategories can be selected, after the selection, the first 12 images 
which under the same subcategory will show up (see Figure 4). When the administrator selects the 
‘Pivot Table’ option, a pivot chart which show the product count by category and subcategory will be 
shown as depicted in Figure 5.  
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Fig. 4. Images within the same subcategory  

  

 
Fig. 5. Pivot table 

 
The administrator can also view the dataset by selecting the “View Dataset” on the menu side-

bar and the system will navigate to the dataset page. The sample output is depicted in Figure 6. 
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Fig. 6. View dataset   

 
3.4 Similar Product Recommendation for User 

 
The system used the hybrid-based method, combining CB filtering with CNN feature extraction. 

This will be one of the model’s comparisons which will be used to compare with other models. Before 
the user interact with the system, there will be a model testing for generating a similar product based 
on visual similarity and recommend the top 5 similar product. Figure 7 shows the partial view of the 
recommendation list based on the ‘ADIDAS Men Adi Quest Blue Sports Shoes’ product (product id 
'13683'). 

 

 
Fig. 7. Results for the product id ‘13683’   
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The user has to enter their preferences based on the gender, category and subcategory they are 
interested in. A product that matches the user’s preferences will be shown. The system will then ask 
the user about the recommended product’s satisfaction. If the user enters ‘yes’, a message ‘Glad you 
found a product you like’ will appear. After that, based on the initial recommendation, the system 
will recommend more products with similar visuals to the user. 

The user has to rate the recommendation in the range of 1 to 5. The MAE and RMSE are used as 
the evaluation metrics, since the dataset does not contain the user ratings. In order to evaluate the 
model’s performance, actual ratings which are user ratings. are needed, so we may collect the actual 
rating from the user. Figure 8 shows the GUI where the user needs to enter a rating. 

 
3.5 Pseudocode 

 
The groundwork in the review enabled the decision to implement CB filtering using both CNN and 

KNN classification techniques. The primary goal is to recommend products based on individual user 
preferences and visual similarity, thereby enhancing the overall shopping experience. 

For feature extraction, this paper employs both VGG16 and ResNet50 models. The use of these 
models allows for a comprehensive analysis of visual features, with ResNet50, in particular, 
demonstrating superior performance. The lower MAE and RMSE values obtained with ResNet50 
suggest a higher degree of accuracy in capturing user preferences, indicating its effectiveness in 
feature extraction and similarity assessment. This leads to more relevant product recommendations, 
thereby meeting the specific interests of users.  

 

 
Fig. 8. Products recommended to user based on initial recommendation    

 
Figure 9 provides implementation for a recommendation system that predicts user ratings for 

products based on their visual features and evaluates the accuracy of these predictions using metrics 
like MAE, Root Mean Squared Error (RMSE), Mean Squared Logarithmic Error (MSLE), Median 
Absolute Error (MedAE), Precision at K and Recall at K. 

First, the code begins by loading user ratings from a JSON file, which contains data about the 
products rated by users. It then defines a function, ‘get_predicted_ratings’, that takes a trained KNN 
model, feature data, and user ratings to predict ratings for products. This function identifies the 
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product index in the feature dataset and uses the KNN model to find the top K similar products. It 
calculates the predicted rating as the mean of the ratings from these similar products, ensuring that 
no predictions are made for products lacking similar items. 

The second function, ‘evaluate_predictions’, assesses the accuracy of the predicted ratings 
against the actual ratings. It computes several metrics to provide insights into the prediction errors 
and the overall fit of the model to the data. 

Additionally, the code includes a function, ‘precision_recall_at_k’, which evaluates the precision 
and recall of the model at a specified K (in this case, 5). Setting the precision and recall K to 5 is a 
common practice in recommendation systems to focus on the top-ranked items. Evaluating at K = 5 
allows us to assess the model’s ability to recommend the most relevant items among the top five 
suggestions, which is typically a manageable number for users to consider. This function ranks the 
predicted ratings and counts how many of the top K predictions are relevant, using a threshold 
(ratings of 4.0 or above) to define relevance. Precision measures the proportion of recommended 
items that are relevant, while recall measures the proportion of relevant items that are 
recommended. 

In the example usage, the user ID 'foomingwee0716' is specified, and their actual ratings are 
loaded. The code loads the feature vectors of products from a NumPy file and a pre-trained KNN 
model. The get_predicted_ratings function is called to generate predicted ratings for the user. The 
actual and predicted ratings are then evaluated using the evaluate_predictions function, and the 
performance metrics are printed, providing a summary of the model’s accuracy. 
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Fig. 9. Products recommended to user based on initial recommendation    
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Finally, the code computes the precision and recall at K=5, giving an understanding of the model’s 
effectiveness in recommending relevant products. This comprehensive evaluation allows for an 
assessment of both the predictive accuracy and recommendation quality of the KNN model, ensuring 
that it meets the expectations of practical applications in product recommendation systems. 

 

3. Results and Discussion 
 
A critical and important aspect of the development of a predictive model is the evaluation of its 

accuracy and efficacy. This is based on a comparison between the model’s predictions and the 
realized outcomes.  

To demonstrate the impact and significance of incorporating visual similarity into recommender 
systems, we conducted experiments using a dataset of fashion products. In layman’s language, it is 
used as a measure to check the precision in predictive model, computed by averaging the absolute 
differences of predicted and actual values. Absolute difference ensures that magnitudes do not 
cancel each other out and shows a clear idea about how accurate the prediction is. Lower MAE 
indicated a predictive model that closely predicted the true data points.  

RMSE functions is similar to MAE in assessing a model’s accuracy. It takes the square root of the 
average squared difference between the predicted and actual values. RMSE offers a comprehensive 
measure of model performance across all data points by squaring the errors, which penalizes larger 
errors more severely than smaller ones. A model is deemed more accurate when its RMSE is closer 
to zero. In short, the goal is to minimize RMSE for better accuracy.  

MSLE is a very helpful metric in assessing a model’s accuracy specifically in cases where interest 
lies more in the relative differences between predicted and actual values. It calculates the mean of 
the squared logarithmic differences thus giving an idea of the proportional error involved in 
predictions. Contrary to metrics that penalize larger errors, MSLE places emphasis on smaller errors; 
hence it is quite useful in situations where performance at lower magnitudes is more critical. The 
lower the value of MSLE, the better accuracy by the model; hence one would like to minimize this 
metric for optimal performance. 

Table 3 presents a comparative analysis of different models using ResNet50 and VGG16 feature 
extractions, evaluated with metrics such as MAE, RMSE, MSLE, MedAE, Precision at K, and Recall at 
K. These metrics provide insights into the models’ predictive accuracy and recommendation quality.  

 
Table 3 
Results of evaluation 

Metric/Model KNN with ResNet50 CNN with ResNet50 KNN with VGG16 CNN with VGG16 

Mean Absolute 
Error (MAE) 

0.5556 0.6556 0.7037 1.3704 

Root Mean Squared 
Error (RMSE) 

0.7158 0.8152 1.0943 1.4186 

Mean Squared Log 
Error (MSLE) 

0.0208 0.0319 0.0789 0.1075 

Median Absolute 
Error (MedAE) 

0.5000 0.4800 0.1111 1.1111 

Precision at K 
(Precision@K) 

1.0000 0.8500 0.6667 0.6000 

Recall at K 
(Recall@K) 

0.3846 0.2850 0.1538 0.2308 

 
MAE and RMSE indicate that the KNN model with ResNet50 performs best, reflecting the lowest 

average prediction errors. In contrast, the CNN model with VGG16 has the highest values, suggesting 
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less accurate predictions overall. This trend continues with Mean Squared Log Error (MSLE), where 
KNN with ResNet50 again outperforms the others, demonstrating superior handling of logarithmic 
differences. 

Median Absolute Error (MedAE) reveals a different perspective. Here, KNN with VGG16 shows 
the lowest value, indicating robustness against outliers, while the CNN with VGG16 exhibits higher 
deviations. This variance highlights the strengths of KNN models in managing different error types 
effectively. 

In terms of recommendation quality, Precision at K is perfect for KNN with ResNet50, indicating 
that all top recommendations are relevant. However, the CNN with VGG16 has lower precision, 
pointing to less accurate suggestions. Recall at K follows a similar pattern, where KNN with ResNet50 
captures a higher proportion of relevant items compared to other models, although recall values 
suggest room for improvement in covering all user interests. 

Figure 10 depicts the overall performance comparison. The evaluation results highlight significant 
differences in model performance, particularly between the KNN and CNN approaches across 
ResNet50 and VGG16 architectures. The KNN model with ResNet50 consistently outperforms the 
other models, demonstrating superior predictive accuracy and recommendation quality. This 
suggests that ResNet50 features are more effective in capturing relevant patterns in the data, 
possibly due to its deeper architecture and ability to learn complex representations. 

 

 
Fig. 10. Evaluation results on various approaches using several metrics  

 
One notable finding is the robustness of KNN models against outliers, as evidenced by the lower 

Median Absolute Error (MedAE) values. This robustness is crucial in practical applications where 
outlier ratings can skew predictions significantly. In contrast, CNN models, particularly with VGG16, 
show higher variability, which may be attributed to overfitting or insufficient feature extraction in 
this context. 

Precision at K is perfect for the KNN model with ResNet50, indicating that all top 
recommendations were relevant to the users. This level of precision is particularly beneficial in 
recommendation systems, ensuring high user satisfaction by consistently presenting relevant items. 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Mean Absolute
Error (MAE)

Root Mean
Squared Error

(RMSE)

Mean Squared
Log Error (MSLE)

Median Absolute
Error (MedAE)

Precision at K
(Precision@K)

Recall at K
(Recall@K)

M
et

ri
c 

Sc
o

re

Performance Comparison on Various Evaluation Metrics

KNN with ResNet50 CNN with ResNet50 KNN with VGG16 CNN with VGG16



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 63, Issue 1 (2026) 162-187 

184 
 

However, while precision is high, the recall values suggest that there is still room for improvement in 
capturing a broader range of user interests. This indicates a trade-off between precision and recall, 
which is a common challenge in recommendation systems. 

The lower recall in all models, especially CNN with VGG16, highlights a potential area for 
enhancement. Improving recall would involve strategies that ensure a greater diversity of 
recommendations without compromising precision. Techniques such as hybrid recommendation 
models or diversification algorithms could be explored to achieve this balance. 

Overall, the findings underscore the effectiveness of KNN models, particularly with ResNet50 
features, in delivering high-quality recommendations. The results suggest that future efforts should 
focus on enhancing recall while maintaining the high precision demonstrated by the top-performing 
models. This could involve leveraging additional data sources, refining feature extraction techniques, 
or implementing hybrid models that combine the strengths of both KNN and CNN approaches. 

The results showed that the product recommender system with visual similarity outperformed 
the traditional product recommender system baseline in all key metrics, including user satisfaction, 
CTR, conversion rates, and bounce rates. 

 
i) Improvement in User Satisfaction: Incorporating visual similarity measures resulted in a 

significant improvement in user satisfaction. User feedback indicated that 
recommendations based on visual similarity were 25% more likely to be rated as relevant 
compared to traditional recommendations based solely on transactional data [41]. 

ii) Increase in Click-Through Rates (CTR): The click-through rates for visually similar product 
recommendations were 18% higher than those for traditional recommendations, 
demonstrating a higher engagement rate [41]. 

iii) Conversion Rates: There was a 15% increase in conversion rates for products recommended 
based on visual similarity, indicating a higher likelihood of purchase when users were 
presented with visually similar items [42]. 

iv) Reduced Bounce Rates: The bounce rates on product pages decreased by 20% when visual 
similarity recommendations were implemented, suggesting that users found the 
recommended products more relevant and stayed longer on the site [42]. 

 
These empirical results underscore the effectiveness of incorporating visual similarity into 

recommender systems. By leveraging visual features of products, the system can provide more 
personalized and relevant recommendations, enhancing the overall user experience and driving 
better business outcomes. 

 
4. Conclusions 
 

This paper set out to explore the efficacy of employing visual similarity in enhancing the accuracy 
and relevance of recommendations in e-commerce platforms. A hybrid recommendation model 
incorporating KNN, CNN, and embedding-based layers to exploit their complementary strengths will 
be proposed. The embedding layer will capture the latent features of users and items therefore 
enriching the modeling of interaction; KNN will provide neighborhood-based recommendations 
while CNN will process preferences driven by images. This combination is designed to improve recall, 
thus offering a more diverse recommendation system. 

In addition, we shall focus on refining the interface for a more accessible and intuitive user 
experience, incorporating modern design frameworks that enhance usability and engagement. To 
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validate these changes towards meeting user requirements, A/B testing will be implemented to 
gauge and fine-tune key aspects of usability regarding clarity, accessibility, and functionality.  

Additionally, feature selection will be integrated into the system to improve its efficiency. Feature 
extraction will be mainly improved by using other methods instead of the existing one which is 
VGG16. The combination of VGG16 with EfficientNet may enhance the feature extraction capability 
due to their complementary strengths. Alternatively, in a hierarchical approach, VGG16 is used to 
extract initial features while EfficientNet extracts deeper features. An ensemble approach increases 
robustness by combining predictions from both models through techniques like averaging, voting, or 
stacking. This hybrid approach fine-tunes both networks on the target dataset for adaptation to the 
specific domain; thus, it holds great promise as an avenue for performance improvement.  
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