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ARTICLE INFO ABSTRACT 

 
Electric vehicles, healthcare devices, and manufacturing machinery all use brushless DC 
motors (BLDCM) because of the need for precise speed regulation to accommodate load 
and reference variation. In this research, the Particle Swarm Optimization (PSO) method 
is used to find the best values for the Proportional-Integral (PI) and Sliding Mode 
Controller (SMC) parameters used to regulate the speed of BLDC motors. The Integral 
Time Absolute Error (ITAE) is employed as the fitness function when utilizing the PSO 
technique for fine-tuning the PI and SMC parameters. Statistical and visual 
representations of the optimization techniques' effectiveness are provided. The 
simulation results demonstrate the PSO-based SMC's superiority over the optimization 
PI controller and the SMC without optimization regarding fast-tracking to the intended 
value and reduced torque ripple under non-uniform situations.  
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1. Introduction 
 

In light of recent advances in power electronics, control theory, and permanent magnetic 
materials, BLDCM designed a novel DC motor. For numerous reasons, it quickly replaced the 
conventional motor in applications as diverse as precision electronic machinery, robotics, airplanes, 
chemical mining, and many others [1,2].  Many types of electric motors have been proposed for this 
use [1]. Standard DC motors, for example, are known for their exceptional performance. On the other 
hand, traditional DC motors have a few limitations that make them less than ideal. Regular brush 
replacement and the usage of commutators are necessities. Put in at the start [3-6], and traditional 
DC motors cannot be used where dust or explosions could be a problem. One variety of induction 
motors is the squirrel-cage design. Durable enough to serve as a replacement for the typical DC 
motor. Despite its low cost, it has several drawbacks [1,7-9] that make it less than ideal. In addition, 
conventional DC motors and induction motors are both wrong choices. In high-speed applications, 
the DC brushless motor—a hybrid of a DC motor and an induction motor—is often referred to as 
direct current (DC) or alternating current (AC) power. Commutation is performed via solid-state 
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switches. Rotor position and location are sent to establish time. The rotor's speed or function can be 
detected using position sensors or sensor less methods. The stability of the BLDCM must be 
maintained under changing loads and parameters using a control strategy that is flexible, robust, 
accurate, and simple to implement [1,7-11]. The PID controller has many applications [1] because of 
its versatility, robustness, dependability, and ease of parameter modification. Although the Ziegler-
Nichols rule is commonly used to determine PID parameters, it is not the optimal choice in all cases. 
It is possible to utilize a genetic optimization method using three different cost functions to get the 
best settings for the PID controller. Rapid changes in set point and parameter variation are the most 
difficult situations for PID control to adapt to [4]. This problem can be tackled with the help of state-
of-the-art control methods such as adaptive control, variable structure control, fuzzy control, and 
neural networks [4,9,10].  

One of the main challenges with applying self-tuning adaptive control systems is the inability to 
perform trajectory control in the event of unexpected disturbances or large sounds. The parameter 
estimator may give erroneous results [6] in the face of sudden disturbances or deafening noises. The 
variable structure controller is easy to understand in theory but difficult to implement in practice. 
This is because a change in the control signal could cause system problems if executed suddenly [9]. 
However, additional processing power and storage space are needed for a neural network-based 
motor control system to handle system-level structure uncertainty and disturbance effectively [4]. 
Even for nonlinear systems, nonlinear controllers grounded in fuzzy control theory are often capable 
of performing a wide range of nonlinear control actions [4-10]. Unlike conventional control design, 
an FLC does not require precise knowledge of the system model, such as the poles and zeroes of the 
system transfer function [11].  

An expert understanding of a database-based fuzzy logic control system may need fewer 
calculations but cannot accommodate the new rules [7,11,12]. Sliding mode control (SMC) is 
employed for these problems [13].  Maintaining system stability using SMC is possible in several 
models with various interference and system parameters. As a result of this, it is utilized extensively 
in nonlinear models. Because it has a working area in the steady state phase, SMC can effectively 
maintain system performance despite parameter disruptions and changes. We can position the SMC 
sliding surface in the most advantageous location thanks to cutting-edge technology known as SMC, 
which is based on an optimization algorithm. It is possible to improve the system's transient response 
using this SMC instead of the previous one [14,15]. Particle Swarm Optimization (PSO) [16], Moth 
Swarm Algorithm (MSA) [17], Bat Algorithm [18], and bacterial Foraging Algorithm [19] are some of 
the artificial intelligence algorithms that numerous authors have increasingly added to the standard 
PID control in recent years.  

To the best of the authors' knowledge, this article marks the first time that a novel algorithm, 
called Particle Swarm Optimization (PSO), has been utilized to tune the parameters of SMC for speed 
control of BLDCM. An outer and an inner closed loop are essential to the proposed control strategy. 
The inner loop regulates the current, while the outer loop regulates the speed. The suggested 
regulation is easy to implement and reliable. In recent advancements in magnetic field analysis and 
motor control technology, several innovative methods have been explored to enhance the precision 
and reliability of BLDC motor speed control. In 2021, the focus was primarily on Magnetic Field 
Analysis, which involved extracting precise measurements from noise in magnetic fields, a critical 
factor in enhancing the reliability and efficiency of motor control systems [20].  

By 2023, research has broadened into optimizing controller techniques for BLDC motors. The 
Fractional-Order PID Controller (FOPID), utilizing Nelder-Mead Optimization, is a notable 
development, offering an optimized circuit implementation for refining BLDC motor speed control, 
making significant strides in ensuring smoother and more responsive motor operation [21]. 
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Concurrently, introducing the Chaotic Adaptive Tuning Strategy (CATSCG) signifies another 
innovative approach, where the adaptive tuning of controller gains has been applied to regulate the 
speed of BLDC motors proficiently [22]. Developing the Higher-Order Sliding Mode Controller 
(HOSMC) also underscores a robust method for BLDC motor speed control, providing a resilient 
solution to system uncertainties and external disturbances [23]. These evolving methodologies 
underscore a sustained effort in refining motor control mechanisms, emphasizing precision, 
adaptability, and robustness in diverse operational conditions. 
 
2. Modeling of BLDC Motor 
 

The mathematical model is necessary for analyzing the dynamic response and studying the 
behavior of the BLDC motor. The corresponding circuit of a BLD motor is depicted in Figure 1. Eq. (1) 
[1, 2] deduces the differential voltage equations regarding the equivalent circuit. 
 

 
Fig. 1. The BLDC motor's equivalent circuit 
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   (1) 

 
Eq. (1) might also have been written as a matrix: 

 

[

𝑣𝑎
𝑣𝑏
𝑣𝑐
] = [

𝑅𝑎 0 0
0 𝑅𝑏 0
0 0 𝑅𝑐 

] [

𝑖𝑎 
𝑖𝑏 
𝑖𝑐

] +
𝑑

𝑑𝑡
[

𝐿𝑎 𝐿𝑎𝑏 𝐿𝑐𝑎
𝐿𝑏𝑎 𝐿𝑏 𝐿𝑏𝑐
𝐿𝑐𝑎 𝐿𝑐𝑏 𝐿𝑐

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] + [

𝑒𝑎 
𝑒𝑏
𝑒𝑐
] (2) 

 
Most BLDC motors have a salient-pole rotor positioned on the motor's outside. In this case, the 

time does not affect the inductance of the windings. In addition, the self-inductances and mutual 
inductances will be equivalent in a three-phase stator with symmetric windings. Thus, we have: 
 
𝑖𝑎 + 𝑖𝑏 + 𝑖𝑐 = 0 (3) 
  
𝐿𝑎 = 𝐿𝑏 = 𝐿𝑐 = 𝐿𝑠 (4) 
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𝑅𝑎 = 𝑅𝑐 = 𝑅𝑐 = 𝑅  (5) 
  
𝐿𝑎𝑏 = 𝐿𝑎𝑐 = 𝐿𝑏𝑐 = 𝐿𝑏𝑎 = 𝐿𝑐𝑎 = 𝐿𝑎𝑏 = 𝑀 (6) 

 
Since Eq. (2) can be rewritten as: 

 

[

𝑣𝑎
𝑣𝑏
𝑣𝑐
] = [

𝑅 0 0
0 𝑅 0
0 0 𝑅 

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] +
𝑑

𝑑𝑡
[

𝐿𝑠 𝑀 𝑀
𝑀 𝐿𝑠 𝑀
𝑀 𝑀 𝐿𝑠

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] + [

𝑒𝑎
𝑒𝑏
𝑒𝑐
] (7) 

 
where L = 𝐿𝑠 −𝑀, and the phase voltage equations of a BLDC motor can thus be represented in 
matrix form as: 
 

[

𝑣𝑎
𝑣𝑏
𝑣𝑐
] = [

𝑅 0 0
0 𝑅 0
0 0 𝑅 

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] +
𝑑

𝑑𝑡
[
𝐿 𝑀 𝑀
𝑀 𝐿 𝑀
𝑀 𝑀 𝐿 

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] + [

𝑒𝑎
𝑒𝑏
𝑒𝑐
] (8) 

 
The equations for the trapezoidal back EMF can be stated as follows: 

 
𝑒𝑎 = 𝐾𝑒𝜔𝑟𝐹(𝜃𝑒)

𝑒𝑎 = 𝐾𝑒𝜔𝑟𝐹 (𝜃𝑒 −
2𝜋

3
)

𝑒𝑎 = 𝐾𝑒𝜔𝑟𝐹 (𝜃𝑒 +
2𝜋

3
)}
 
 

 
 

 (9) 

 
In conclusion, the Equation for the torque that was developed can be represented as follows: 

 

𝑇𝑒 = 𝐾𝜔𝜔𝑟𝐹(𝜃𝑒)𝑖𝑎 + 𝐾𝜔𝜔𝑟𝐹 (𝜃𝑒 −
2𝜋

3
) 𝑖𝑏 + 𝐾𝜔𝜔𝑟𝐹 (𝜃𝑒 +

2𝜋

3
) 𝑖𝑐 (10) 

 
Alternately, it can be portrayed following the motion equation, and in this case, we have: 

 

𝑇𝑒 = 𝐽
𝑑𝜔𝑟
𝑑𝑡

+ 𝐵𝜔𝑟 + 𝑇𝑙 (11) 

 
The definition of the function 𝐹 could be as follows: 

 

𝐹(𝜃𝑒) =

1 𝑖𝑓 0 ≤ 𝜃𝑒 <
2𝜋

3

1 −
6

𝜋
 (𝜃𝑒 −

2𝜋

3
) 𝑖𝑓 

2𝜋

3
≤ 𝜃𝑒 < 𝜋

−1 𝑖𝑓 𝜋 ≤ 𝜃𝑒 <
5𝜋

3

−1 +
6

𝜋
(𝜃𝑒 −

5𝜋

3
)   𝑖𝑓 

5𝜋

3
≤ 𝜃𝑒 < 2𝜋}

 
 
 

 
 
 

 (12) 
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3. Results Control Strategy 
 

In this work, comparing the optimization of PI controllers and SMC controllers was the primary 
topic. In order to facilitate a fruitful comparison, the concepts of PI and SMC are modeled and 
explained in the following sections. 
 
3.1 PI Controller 
 

PI control is frequently utilized in industrial control systems. This is primarily because parameter 
adjustments can be made concerning the output characteristics of the system. The PI controller can 
be described using the general equation as follows: 
 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖∫𝑒(𝑡)𝑑𝑡 (13) 

 
where 𝑒(𝑡) = 𝜔𝑟

∗ − 𝜔𝑟. 
An overshoot will be observed at the output when the controller parameters are adjusted to 

inappropriately high levels. On the other hand, when the parameter magnitudes are small, it can take 
a long time to reach the reference speed, or there might be an inaccuracy in the steady state. Because 
of this, the optimization technique is required to alter the optimal settings of the PI controller to get 
a higher level of performance for any system being investigated. 
 
3.2 SMC Controller 
 

The formation of the sliding surface is the initial step in the design process for the SMC. The 
Equation that is typically employed for describing the sliding surface can be expressed as follows, in 
general: 
 
s(t) =  𝐶 𝑋1 + 𝑋2  = C e(t) + 𝑒̇(𝑡) (14) 

 

𝑠̇(𝑡) = 𝐶 𝑋1 ̇ +  𝑋2 ̇ = 𝐶 𝑒̇(𝑡) + 𝑒̈(𝑡 (15) 
 
where 𝑒(𝑡) =  𝑦∗ − 𝑦. 

It has been demonstrated that sliding surface is an action associated with tracking error, defined 
as any difference between the reference and actual output in this area. The system's stability could 
be guaranteed if C was more significant than 0. This is a performance parameter. On a surface that 
allows sliding [4, 11, 23] the sliding function and its derivative are equal to zero throughout the sliding 
surface, so 𝑠(𝑡) 0 and 𝑠(𝑡) = 0 are equivalent to zero. The control signal law u(t) is the objective of 
the SMC and consists of two elements, which are inferred in Eqs. (16), (17) and (18). The equivalent 
control signal 𝑢𝑒𝑞(𝑡) and the switching control signal 𝑢𝑠𝑤(𝑡). 

 
𝑢(𝑡) =  𝑢𝑒𝑞(𝑡) + 𝑢𝑠𝑤(𝑡) (16) 

 
𝑢𝑠𝑤(𝑡) = 𝑘 𝑠𝑔𝑛(𝑠) (17) 

 
where: 
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𝑆𝑔𝑛 (𝑠(𝑡)) =  {

+1, 𝑖𝑓 𝑠 (𝑡) > 0

0, 𝑖𝑓 𝑠 (𝑡) = 0

−1. 𝐼𝑓 𝑠 (𝑡) < 0

 (18) 

  
𝑠𝑔𝑛(∙) is referred to as the signum function, and it is defined as follows: where 𝑘 is a positive 

design parameter. It is chosen to be quite large to suppress the system's uncertainties, and 
unexpected dynamic 𝑠(𝑡) is less than zero. The signal 𝑢𝑠𝑤(𝑡) pulls the system states toward the 
sliding surface. When the sliding surface has been reached, the switching control signal will no longer 
be active. Even if the equivalent control signal is continuous, the switching control signal is 
discontinuous [7, 24-26]. This is because of the scenario. 

It is possible to rewrite the motion equation that is described in Eq. (11) as follows: 
 

𝐽
𝑑𝜔𝑟
𝑑𝑡

=  𝑘𝑡𝑢 − 𝐵𝜔𝑟 − 𝑇𝑙 (19) 

 
In terms of the possible errors, the sliding surface can be stated as: 

 
𝑠 (𝜔) =  𝐶𝑒 − 𝑒̇ (20) 

 
In cases in which the tracking error is equal to: 𝑒(𝑡) = 𝜔𝑟

∗ −𝜔𝑟.  

Assume the 𝑠(𝜔)̇ = 0, and we have: 
 

𝑠 (𝜔)̇ = 𝑒 = 𝜔𝑟
∗̇ − 𝜔𝑟̇ = 𝜔𝑟

∗̇ −
𝑘𝑡
𝐽
𝑢 +

𝐵

𝐽

̇
𝜔 +

1

𝐽
𝑇𝑙 = 0 (21) 

 
The comparable control was developed following the observer torque, and its representation 

may be seen as: 
 

𝑢𝑒𝑞 =
1

𝑘𝑡
(𝐽𝜔𝑟

∗̇ + 𝐵𝜔 + 𝑇𝑙) (22) 

 
In addition, the switching control is dependent on the signal from the sliding surface, which can 

be formulated as follows: 
 
𝑢𝑠𝑤 = 𝑘 𝑠𝑔𝑛(𝑠) (23) 

 
In conclusion, the actual control is being produced due to the addition of the switch control and 

the equivalent control rule. 
 
𝑢 =  𝑢𝑒𝑞 + 𝑢𝑠𝑤 (24) 

 
The final version of the actual control equation that depends on simulation can be obtained by 

substituting Eqs. (22) and (23) into Eq. (24). This results in the following: 
 

𝑢 =  
1

𝑘𝑡
(𝐽𝜔𝑟

∗̇ + 𝐵𝜔 + 𝑇𝑙) + 𝑘 𝑠𝑔𝑛(𝑠) (25) 
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Eq. (25) is utilized in the process of regulating the output speed of BLDC motors in order to achieve 
the desired speed under a variety of different conditions. 
 
4. Proposed Control Structure 
 

Figure 2 illustrates the proposed control method, which consists of two control loops: a speed 
control loop and a current control loop. Both of these loops can be controlled independently of one 
another SMC is employed as a speed controller in this work. A comparison is made with the PI 
controller to demonstrate which method is more effective in following the desired trajectory. 
However, the PI controller is utilized to manage the stator current of the BLDCM. In order to obtain 
outstanding performance in non-uniform situations, the PSO algorithm is used to tune the controller 
parameters for a pair of PI controllers. 
 

 
Fig.2. Suggested control strategy of BLDC motor 

 
5. Particle Swarm Optimization (PSO) 
 

The Particle Swarm Optimization (PSO) algorithm is a stochastic optimization algorithm inspired 
by the social behaviour of bird flocks and fish schools. The algorithm involves a population of particles 
that move around in the search space to find the optimal solution to a given problem. The PSO 
algorithm is defined by the following equations: 

i. Initialization: The algorithm starts by initializing a population of N particles, each with a 
position and a velocity vector. The position vector represents a candidate solution to the 
problem, while the velocity vector determines the direction and speed of the particle's 
movement in the search space. 

ii. Evaluation: The fitness of each particle's position is evaluated based on the objective 
function of the problem. The objective function usually measures how well the 
candidate solution satisfies the problem constraints and requirements [27]. 

iii. Updating the particle's velocity: The velocity of each particle is updated using the 
following equation: 

 
𝑣𝑖(𝑡 + 1) = 𝑤𝑣𝑖(𝑡) + 𝑐1𝑟1 ∗ (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖(𝑡)) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡)) (26) 

 
where 𝑣𝑖(𝑡) is the velocity of the 𝑖𝑡ℎ particle at time 𝑡. 𝑤 is the inertia weight that controls the 
balance between the particle's previous velocity and the social and cognitive components. 𝑐1 and 𝑐2 
are the acceleration coefficients controlling the impact of the particle's personal and global best 
positions on its velocity. 𝑟1 and 𝑟2 are random numbers between 0 and 1 that introduce stochasticity 
to the algorithm. 𝑝𝑏𝑒𝑠𝑡𝑖 is the personal best position of the ith particle, which is the position with 
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the best fitness that the particle has found so far. 𝑥𝑖(𝑡) is the current position of the 𝑖𝑡ℎ particle at 
time 𝑡. 𝑔𝑏𝑒𝑠𝑡 is the global best position of all particles, which is the position with the best fitness 
among all particles in the population. 

iv. Updating the particle's position: The position of each particle is updated using the 
following equation: 

 
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1) (27) 

 
where 𝑥𝑖(𝑡) is the current position of the ith particle at time 𝑡, and 𝑣𝑖(𝑡 + 1) is the updated velocity 
of the particle at time 𝑡 + 1. 

v. Updating the personal and global best positions: The personal best position of each 
particle is updated if its fitness improves, and the global best position is updated if any 
particle finds a better solution than the current global best. 

vi. Termination: The algorithm terminates when a stopping criterion is met, such as a 
maximum number of iterations or a satisfactory level of fitness for the best solution 
found. 

 
6. Simulation Results  
 

This section compares the performance of the proposed SMC controller in non-uniform 
conditions to that of an optimizer PI controller that uses the PSO algorithm and has the same 
restrictions (search agent = 10 and maximum iteration = 50). Table 1 contains a listing of the BLDC 
motor model parameters that were utilized in the simulations. The optimal controller parameters 
have been calculated using the PSO method and are presented in Table 2. The tracking performance 
of the fitness function when using a PSO-based SMC and PI controller is shown in Figure 3. This figure 
makes it abundantly clear that the SMC with PSO technique is less effective in fitness than the PI with 
PSO strategy. The dynamic response underrated settings (w = 4000 RPM and load torque is changed 
from 0.16 to 0.32 Nm) and the emotional reaction under non-uniform conditions are separately 
investigated in the simulation results to demonstrate the superiority of the proposed system. w = 
4000 rpm, and load torque is changed from 0.16 to 0.32 Nm. 

Table 1 provides specifications for the discussed system, including parameters such as DC voltage 
(Vdc), rated torque (Te), rated speed (ω), inductance (L), resistance (R), maximum current (Ia), 
number of poles (P), torque constant (Kt), and moment of inertia (J). These values are essential for 
understanding the system's performance and design characteristics. 

Table 2 presents the parameters of the proposed controllers, including Sliding Mode Controller 
(SMC), Speed Controller, and Current Controller. These parameters are derived using Ziegler-Nichols 
and Particle Swarm Optimization (PSO) techniques. Table 2 displays specific values for proportional 
(Kp) and integral (Ki) gains for each controller, providing essential information for the study. 
 
6.1 Case I: Simulation Results of BLDC Motor Underrated Speed and Variable Load 
 

As shown in Figures 4-8, the optimization SMC generally has a much quicker response time than 
the optimization PI control. In Figure 4, we can see that the SMC- and PSO-SMC-based speed 
responses are superior due to their minor steady-state errors and overshoots compared to the PI- 
and PSO-PI-based speed responses. 
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Fig. 3. The objective function of SMC and PI is based on the 
PSO algorithm 

 
Table 1 
Specifications 

Parameters Value Unit 

DC voltage Vdc 36 V 
Rated torque Te 0.32 Nm 
Rated speed 𝜔 4000 rpm 
Inductance L 1.4 mH 
maximum current Ia 16.5 A 
Resistance R 0.45 Ω 
maximum current Ia 6 A 
Number of poles P 4 
Torque constant Kt 0.063 Nm/A 
Number of poles P 4 
Moment inertia J 0.0000173 Kg/m2 

 
Table 2 
Parameters of the proposed controllers 
Techniques SMC Speed controller Current controller 

 C K Kp Ki Kp Ki 
Ziegler-Nichols 1800 4500 7.8 18 8 0.88 
PSO 1066.334 3452.457 0.704 11.457 88.47 58.147 

 
Figure 5 shows that the SMC and PSO-SMC did a better job of removing overshoot and torque 

ripple than the PI and optimal PI controllers and that the PSO-SMC produces less chattering.  
Although the velocity error for all four approaches is shown in Figure 6, the PSO with SMC 

achieves the best results in minimizing the error and keeping the velocity constant. 
Figure 7 displays underestimated stator current settings, highlighting the need for precise current 

control. PSO-SMC corrects these discrepancies, optimizing system efficiency. 
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Fig. 4. Performance of BLDCM speed 

 

 
Fig. 5. Comparison performance of torque behaviour of BLDCM 

 

 
Fig. 6. Comparison of speed error 
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Figure 8 illustrates the underestimated settings for the trapezoidal back EMF voltage. The 
deviations observed here emphasize the impact of inaccurate back EMF voltage estimation on system 
behavior. Optimal back EMF voltage is essential for achieving efficient motor operation. In the 
context of PSO-SMC, this figure underscores the algorithm's effectiveness in rectifying these 
inaccuracies. By identifying and correcting these voltage discrepancies, PSO-SMC ensures that the 
motor operates at its optimal back EMF voltage, leading to enhanced performance and stability. 
These results underscore the critical role of PSO-SMC in achieving precise back EMF voltage control, 
crucial for the overall effectiveness of the motor control system. 
 

 
Fig. 7. State stator currents response of BLDCM 

 

 
Fig. 8. Back EMF behaviour of BLDCM 
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6.2 Case II: Simulation Results of BLDC Motor Under Random Speed and Constant Load 
 

The proposed system is tested at varying speeds under a constant load of 0.32 Nm to 
demonstrate the robustness of the proposed control strategy when used in conjunction with the PSO 
algorithm. Looking at Figure 9 makes it clear that the speed response was established. Under variable 
speed conditions, PSO-SMC's speed response is characterized by rapid convergence to the desired 
value and accurate trajectory tracking with no overshoot and very little chattering. The standard 
method of SMC has been upgraded. 
 

 
Fig. 9. Speed dynamic response of BLDCM 

 
Figure 10 illustrates the dynamic torque behavior of the Brushless DC Motor (BLDCM) under the 

PSO-SMC controller. The graph showcases how the controller optimally fast-tracks the motor to the 
target trajectory. 
 

 
Fig. 10. Dynamic torque behaviour of BLDCM 

 
Figure 11 displays the speed rotor error achieved through the PSO-SMC controller. The graph 

highlights the minimal deviation between the desired speed and the actual rotor speed. 
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In Figure 12, the stator currents exhibit rapid adjustments in response to random speed changes. 
The graph illustrates the immediate shifts in stator current, showing how the system swiftly adapts 
to varying speeds. This response, as depicted in the figure, highlights the system's ability to quickly 
reach equilibrium without experiencing overshoot. Such behavior is crucial for stable and efficient 
operation in dynamic conditions. 
 

 
Fig.11. Speed rotor error 

 

 
Fig.12. Response of stator currents under random speed applied 

 
Figure 13 portrays the dynamic response of the back electromotive force (EMF) under random 

operating conditions. The graph demonstrates how changes in speed and torque prompt 
instantaneous shifts in the back EMF voltage. 
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Fig. 13. Dynamic back EMF response under random conditions 

 
Table 3 shows the specifications for evaluating the proposed SMC based on the PSO algorithm 

and another conventional method. The purpose of this analogy is to clarify the situation. Table 3 
shows that the PSO-SMC reaches a steady state more quickly due to its shorter rise and settling times. 
In addition, its steady-state performance is excellent, with no overshoot and minimal ripple. 
 

Table 3 
Performance of SMC and PI controllers  

Technique ITAE Overshoot (RPM) Rise time Settling time Ripple (RPM) 

PSO-PI 6.2967 68 18.45ms 24ms ± 57.4 

PSO-SMC 4.5390 0 5.5ms 7.2ms ±7.52 

 
7. Conclusions 
 

The parameters of the PI controller and the sliding mode controller are optimized using the PSO 
algorithm in this study. Here, we opt to control the rotational speed of the BLDC motor. The ITAE is 
a fitness function based on the summation errors of comparisons between actual speed and 
reference speed to decrease torque ripple in BLDC motors and achieve excellent tracking for rate 
under varying conditions. The results of the simulations show that BLDC motors perform similarly to 
optimized PI and conventional SMC regardless of the speed and load torque variations. Future 
research could benefit from developing optimization algorithms for BLDC motor speed control, 
considering a more comprehensive range of system parameters. In our exploration of BLDC motor 
optimization, the standout strength is the meticulous integration of derivative components for 
refined predictive control. The fusion of adaptive strategies and cutting-edge optimization 
accentuates our commitment to mitigating overshoot through optimal parameter identification 
amidst intricate dynamics and nonlinearities. Incorporating feedforward elements and implementing 
Model Predictive Control (MPC) underline our endeavour for holistic optimization and proactive 
disturbance counteraction in scientific forums. 
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