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ARTICLE INFO ABSTRACT 

 
This study aims to uncover recent trends and themes in text mining research, focusing 
on online news and annual report data sources. These sources are rich in content, real-
world context, and domain-specific information, making them crucial for text mining. 
The primary research questions guiding this study are: 1) What are the emerging trends 
in text mining research applied to online news and annual reports? 2) What are the 
themes generated based on systematic literature review and text mining technique?  To 
address this question, the study systematically reviews a large number of related 
studies using the PRISMA review protocol and text mining techniques from the SCOPUS 
and Web of Science databases. After thorough evaluation, 34 selected articles were 
analyzed. The PRISMA review protocol ensures transparency and completeness in 
reporting the review process through its standardized approach for systematic reviews.  
Additionally, this systematic review explores advancements in text mining techniques 
such as document clustering and topic modeling, which have facilitated the 
identification and extraction of relevant evidence from vast amounts of textual data. 
The study’s findings identified four primary themes (text mining/text analytics, machine 
learning, deep learning, ensemble methods) with 19 sub-themes related to each 
theme’s methodology when applying the PRISMA protocol.  By utilizing a text mining 
technique, five topics were uncovered based on article keywords (text mining, text 
analytics, machine learning, deep learning, and ensemble) and ten topics emerged 
based on article abstracts. Underlying both approaches is the consistent recognition of 
four main areas: text mining/text analytics, machine learning, deep learning, and 
ensemble methods.  This systematic review offers a comprehensive overview of recent 
text mining research and the emerging trends in this field. It highlights the importance 
of systematic reviews in synthesizing existing literature and identifying areas for future 
research. 
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1. Introduction 
 

Text mining research has gained significant traction in recent years, driven by the increasing 
availability of online data as valuable sources. These sources provide a wealth of information that 
can be leveraged to gain insights and make informed decisions across various domains. The rapid 
advancement of information technology has led to the emergence of new applications such as social 
networks and e-commerce, which serve as central hubs for gathering and disseminating information. 
These platforms generate massive amounts of heterogeneous data, including text from reports, 
scientific articles, tweets, product reviews, and more [1]. According to [2], Big Data technologies will 
make unstructured data even more prevalent, with an estimated 150 zettabytes of unstructured data 
requiring analysis by 2025 for decision-making and predictive analysis. This data is crucial for 
organizations, aiding in decision-making, predictive analysis, and pattern identification [3].  A notable 
trend in text mining research is the focus on using online news and annual reports for sentiment 
analysis, fraud detection, and opinion mining purposes. Unlike previous approaches that primarily 
relied on quantitative financial information for fraud detection, recent studies have begun to 
consider qualitative textual content in annual reports to predict fraudulent behaviours [4]. This 
approach examines the writing and presentation styles in annual reports as valuable indicators of 
fraud. Furthermore, investigations into detecting deceit in financial statements can contribute to 
refining general theories of deception. However, handling such unstructured data consistently 
presents time-consuming and costly challenges for organizations [5]. As the influx of data continues 
to grow, the associated challenges with its management are also increasing exponentially. The 
growing complexity of data presents two major challenges: developing approaches for handling 
massive datasets and addressing the issue of high dimensionality.  

To address these challenges, researchers have increasingly turned to text mining techniques to 
efficiently extract and analyze information from unstructured textual data [6-7]. This trend reflects a 
growing recognition of the valuable insights that can be gained through systematic analysis of vast 
amounts of textual information [8,9]. By delving into this treasure trove of data, scientists can 
uncover patterns, trends, and correlations that may not be immediately apparent through traditional 
methods alone. The ability to harness the power of text mining in scientific research holds great 
promise for advancing our understanding across various fields and unlocking new frontiers in 
innovation and discovery. A critical component driving this shift towards text mining is its potential 
to enhance the exploration of key thematic questions within diverse subject areas. Whether it’s 
delving into medical literature to glean crucial insights on disease pathways or parsing through 
environmental reports for emerging sustainability trends, leveraging text mining methodologies 
allows researchers unprecedented depth and breadth when exploring their chosen themes [10]. 

Moreover, by effectively navigating through mountains of textual data using advanced 
computational algorithms fuelled by natural language processing capabilities, scientists can gain an 
edge in generating evidence-based conclusions that propel further inquiry forward at an accelerated 
pace [11,12]. Embracing state-of-the-art approaches anchored in rigorous text mining practices 
empowers scientific communities worldwide with richer contextualized perspectives rooted firmly in 
empirical findings substantiated upon robust analyses. Therefore, this paper focuses on recent works 
in the field of text mining research, specifically examining the use of online news and annual reports 
as data sources. It aims to answer the research questions which are twofold: 1) What are the 
emerging trends in text mining research applied to online news and annual reports? 2) What are the 
themes generated based on systematic literature review and text mining technique?  This study 
offers an insightful review of advancements and innovations in this area, highlighting how 
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researchers leverage these sources to extract meaningful information for decision-making and 
business intelligence.  
  
2. Methodology   
 

This section discusses the approach used to find articles on text mining techniques utilized by 
previous researchers. This paper delves into two approaches to confirm the findings: PRISMA review 
protocol and text mining technique. The reviewers employed PRISMA, which involves data from 
resources (Scopus and Web of Science) and used to run the systematic review, inclusion and 
exclusion criteria, steps of the review process (identification, screening, eligibility) and data 
abstraction and analysis. 
  
2.1 Systematic Literature Review – guided by PRISMA 
  

The review was conducted in accordance with the PRISMA Statement (Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses). According to Sierra-Correa and Cantera Kintz, it provides 
three distinct benefits: 1) formulating clear research questions that enable systematic inquiry, 2) 
identifying inclusion and exclusion criteria, and 3) attempting to review a large database of scientific 
literature within a specific timeframe. The PRISMA review protocol facilitates a thorough exploration 
of terms related to text mining or text analytics. This approach can be utilized for monitoring the 
adaptation of text mining techniques towards uncovering new patterns in textual datasets.  
  
2.1.1 Formulation of research questions  
  

The formulation of research questions for this study is based on PICo. PICo helps authors to create 
appropriate research questions for reviews. PICo comprises of three main concepts namely 
population or problem, interest, and context. In this study, the population can be described as annual 
reports and online news. Then, it explained the context of analytical techniques such as text mining 
and text analytics. Based on this concept, research questions are formulated in twofold; “What are 
the research trends of text mining research in an online news and annual reports”? and “What are 
the themes generated based on systematic literature review and text mining technique”?  
  
2.1.2 Systematic searching strategies  
  

In systematic searching strategies, there are three processes involved namely identification, 
screening the inclusion criteria and eligibility (Figure 1).  
  

i.  Identification  
  

The assessment used two major bibliographic databases: Scopus and Web of Science. Web of 
Science is a comprehensive database with over 21,000 journals covering multiple disciplines, 
including computer science, data mining, big data analytics and other science and technology 
research domain. It has extensive back file and citation data spanning over 100 years. Clarivate 
Analytics manages the database and ranks journals based on citations, papers published, and 
citations per paper. The second database used in the review is Scopus, one of the largest databases 
for peer-reviewed literature with over 36,000 journals from worldwide publishers. Its subject areas 
are diverse, including computer science, data mining, big data analytics and others.   
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The systematic review process consisted of four distinct stages and was conducted in February 
2024. Initially, keywords related to text mining, text analytics, social analytics, annual reports, and 
online news were identified using previous studies and thesaurus as shown in Table 1. Using the 
keywords, 164 articles were identified from Web of Science and 36 articles from Scopus. 
Subsequently, careful screening led to the removal of 13 duplicated articles during this phase.   
  

Table 1  
The search string used for the systematic review process  

Databases  Keywords used  

Scopus  TITLE-ABS-KEY ((“Social Analytics" OR "Text  
Mining" OR "Text Analytics”) AND (“Annual  
Report" OR "Online News" ) ) AND PUBYEAR > 2018 AND  
PUBYEAR < 2024 AND ( LIMIT-TO ( SUBJAREA , "COMP" ) 
)  
AND ( LIMIT-TO ( DOCTYPE , "ar" ) ) AND ( LIMIT-TO (  
LANGUAGE , "English" ) ) AND ( LIMIT-TO ( PUBSTAGE  
, "final" ) )  

Web of Science  ETS= ((“Social Analytics" OR "Text Mining" OR "Text  
Analytics" )  AND ( "Annual Report" OR "Online News" ) )  

  
ii.  Screening the inclusion criteria  

  
In this stage, several criteria were considered to refine the articles.  Firstly, only empirical data 

articles from academic journals are included, while review articles, books, book chapters, and 
conference proceedings are excluded. Secondly, non-English publications were omitted to prevent 
translation issues; the focus is solely on English-language articles. Thirdly, a 5-year period (2019-2023) 
was selected to allow for observing the development of research and related literature. The review 
specifically targeted articles in social science-based indexes; thus, excluding articles from hard 
science indexes such as Science Citation Indexed Expanded. Finally, given its focus on text mining 
objectives, only articles centred around data sources from online news or annual reports were 
chosen (refer Table 2). At this stage, out of 187 articles eligible to be reviewed, a total of 147 articles 
were removed. Hence, 40 articles were selected after the removal process.  

  
Table 2  
The inclusion and exclusion criteria  

Criterion  Inclusion  Exclusion  

Literature type  Journal articles  Proceeding, book, book chapter, 
review articles.  

Language  English  Non-English  

Timeline  Between 2019 and 2023  <2019  

Indexes  Social Science Citation Index,  
Emerging Sources Citation  
Index, Art and Humanities Index  
(Web of Science)  

Science Citation Indexed  
Expanded (Web of  
Science)  

Data sources  Annual report or Online news  Not from annual report or online 
news  
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iii.  Eligibility  
 

Eligibility is the process where the authors manually monitored the selected articles to ensure all 
the remaining articles (after the screening process) are in line with the criteria. In the eligibility stage, 
thorough examination led to the exclusion of six articles that did not meet specific criteria. These 
included being outside the scope of text mining research or not originating from online news, annual 
reports, or review articles.  Finally, after completion of all these stages, a total of 34 articles 
underwent qualitative analysis (Figure 1).  
 
2.1.3 Quality appraisal  
  

In ensuring the content quality of the remaining articles, two experts were consulted for a quality 
assessment.  Petticrew and Roberts (2006) suggested that experts should rank the remaining articles 
into three quality categories which are high, moderate, and low. Only articles categorized as high and 
moderate should be proceeded for review. The experts focused on the methodology of the articles 
to determine the rank of the quality. For the articles to be included in the review, both authors must 
mutually agree that the quality must at least be at a moderate level. After thorough discussions 
among the experts, all the remaining articles were eligible for review.  
  

 
Fig. 1. The flow diagram of the study (Adapted from Shaffril et al., 2018) 
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2.1.4 Data abstraction and analysis  
  

The remaining articles were evaluated and examined, with emphasis placed on studies that 
specifically addressed the formulated queries. The data abstraction was conducted based on the 
research questions, it denotes that any data from the reviewed studies that can answer the research 
questions were abstracted and placed in a table. Data gathering involved reviewing abstracts first, 
followed by a thorough reading of the complete articles to identify relevant main topics and 
subtopics. Qualitative assessment was conducted using content analysis to recognize themes 
associated with the practices in Text Mining. The authors then structured sub-themes within the 
typology-based themes.  
  
2.2 Text Mining Approach  
  

This section focuses on the text mining process and is further described below:  
  
2.2.1 Frequency analysis  
  

Published across various domains, abstracts and keywords often consist of unstructured textual 
data that requires deciphering. Text mining techniques offer an effective means to conduct 
exploratory analysis and identify semantic patterns. One technique involves visualizing word 
frequency using a word cloud, which organizes words based on their occurrence in the text. Word 
clouds are widely used for visually representing textual content and prove valuable for analyzing 
diverse types of text data [13].  
  
2.2.2 Document clustering and topic modelling  
  

Text clustering is based on the Cluster hypothesis, which states that important texts must share 
more similarities than non-related ones [14]. Clustering is a reliable approach that is commonly used 
for analysing massive volumes of data, such as data mining. Text clustering has been demonstrated 
to be one of the most effective strategies for analysing text themes. Furthermore, it facilitates the 
topic analysis approach in which named entities with concurrent occurrences are grouped together 
before being subjected to a clustering process in which frequent items are arranged in sets using the 
hyper graph-based method [14].   

Topic modelling, one of the most widely used text mining techniques, is a methodical and 
effective way to analyse thousands of documents in a matter of minutes. Latent Dirichlet Allocation 
(LDA), which is founded upon statistical distributions, is an extensively utilised and valid model within 
the domain of topic models [15]. LDA operates under the assumption that a correspondence exists 
between documents and words within a corpus denoted by a bag-of-words. LDA identifies terms that 
are semantically related and appear in multiple documents of a corpus. These word collections or 
"topics" are subsequently interpreted as significant "themes" through human intuition [16].   

Our documents were abstracts and keywords; henceforth, the terms "keyword" and "document," 
respectively, were used interchangeably with "abstract" and "document." LDA attributes a 
probability value to each set of words in relation to each topic, as well as a probability value for each 
topic in relation to each document. The LDA results for a set of n documents (including abstracts and 
keywords), m words, and t topics were as follows: the probability (𝑊𝑖 | 𝑇𝑘) that each word was 
assigned to a specific topic, and the probability (𝑇𝑘 | 𝐷𝑗) that each topic was assigned to a document 
(Figure 2). The terms that ranked highest for each topic in descending P(𝑊𝑖 | 𝑇𝑘) order were utilised 
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to symbolise the topics. Additionally, we calculated the annual weight of topics using P(𝑇𝑘 | 𝐷𝑗). As 
an illustration, suppose the initial one hundred abstracts (𝐷1, 𝐷2,..., 𝐷100) were published in 2009. In 
that case, the weight of 𝑇1 in 2009 would be ∑100

𝑗=1𝑃(𝑇1|𝐷𝑗) [17].   
  

 
Fig. 2.  Matrix interpretation of LDA. 

              
3. Results   
3.1 Trend and Frequency Analysis  
  

Both analyses are used to gain a comprehensive understanding of the textual data using both 
systematic literature review and text mining approach respectively. 
  
3.1.1 Systematic literature review – trend analysis  
  

Statistical trend analysis of topics can help discover hidden temporal patterns, allowing 
researchers to go beyond surface-level observations of study trends. Trend analysis for each research 
area based on year and data sources are shown in the bar graph below (Figure 3 – Figure 6).  
  

 
Fig. 3. Number of publications per year based on text mining/text 
analytics domain area 

 
In text mining/text analytics domain area, Figure 3 reveals a decrease in the number of articles 

published on online news over the initial three years, followed by an upward trend in the fourth year 
and subsequent decline in the fifth year. This suggests that the positive trend observed in the fourth 
year was not sustained. It is also worth noting that no articles were published during the first three 
years, indicating that researchers only began using annual reports as a data source starting from 
2022. The bar graph illustrates a gradual progression from zero publications to a stable number of 
three publications in both 2022 and 2023. The increased use of annual reports in text mining research 
since 2022 can be attributed to several factors. Firstly, there is a growing emphasis on corporate 
sustainability, as regulators and investors demand greater transparency in companies' 
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environmental, social, and governance disclosures [18] This has led to more comprehensive annual 
reports, which researchers are leveraging to extract insights into corporate sustainability, risk 
management, and governance. Secondly, the rise of digital reporting formats has made it easier for 
researchers to access and analyze large volumes of annual report data and advancements in natural 
language processing have improved their ability to interpret this unstructured text [19]. Finally, 
annual reports provide a consistent, longitudinal data source, enabling researchers to study the 
evolution of corporate strategies, financial health, and narratives over time. 

  

 
Fig. 4. Number of publications per year based on machine learning 
domain area 

 

Based on Figure 4, the number of publications on both online news and annual reports in machine 
learning domain area follows similar patterns, although publication on annual reports only began in 
2020. The bar graph showing the number of articles published over five years forms a bell-shaped 
curve, resembling a normal distribution. In 2022, there was a significant increase leading to the 
highest peak in article publication. The spike in machine learning publications in 2022 suggests a 
significant inflection point in the application of machine learning to text mining research. This can be 
attributed to several key factors: advancements in AI and natural language processing technologies, 
such as transformer-based models like BERT and GPT, which have revolutionized text analysis; 
increased accessibility of computational resources and machine learning frameworks, democratizing 
the use of advanced techniques; and the growing adoption of machine learning across diverse 
domains, from analyzing news and annual reports to extracting insights from social media and other 
unstructured data sources. Together, these developments have contributed to the sharp rise in 
machine learning-related text mining research, reflecting its growing importance as a powerful tool 
for extracting value from vast amounts of textual data.  
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Fig. 5. Number of publications per year based on deep learning  
domain area 

 
In deep learning domain area as depicted in Figure 5, for both textual data, publication starts in 

2021. For online news, there is an increasing trend in article publication.  For annual reports, the 
number of articles published was minimal, only 1 publication each in year 2021 and 2023.  The 
absence of any publications for 2023 is also noteworthy. Overall, the deep learning domain in text 
mining, as reflected in Figure 5, shows promising growth in the use of online news as a data source, 
likely due to deep learning's superior ability to handle unstructured, dynamic content. However, the 
minimal use of annual reports suggests that this structured data may not necessitate the complexity 
of deep learning models, or that challenges remain in applying deep learning effectively to this 
domain. The absence of deep learning publications in 2023 indicates a potential shift in research 
priorities, whether due to the emergence of new models, computational challenges, or 
environmental concerns related to the heavy use of resources for training deep learning algorithms. 
  

 
Fig. 6. Number of publications per year based on ensemble 
method domain area  
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Figure 6 shows a sparse distribution of articles in ensemble method domain area published over 
the five-year period. In 2019, only one online news publication was recorded. Similarly, in 2023, there 
was just one annual report publication. This single instance indicates an attempt to explore ensemble 
methods in text mining research and suggests potential for further exploration in the future. 
Ensemble methods, which combine multiple models to improve predictive performance, are often 
resource-intensive and complex to implement. They require significant computational power and 
careful tuning of hyperparameters, which can be a barrier for researchers working with limited 
resources. This may explain the sparse use of ensemble methods in text mining, where simpler 
models like decision trees or single neural networks may be seen as more feasible for handling large 
text datasets. 
 
3.1.2 Text mining approach – frequency analysis  
  

To have an overall perspective, the articles were analyzed the frequency of top-10 words based 
on ‘abstract’ and ‘keywords’ data respectively (refer Table 2 and Table 4) and word cloud. A word 
cloud represents the frequency of words in a corpus using word size – where larger size denotes 
higher frequency (Figure 7 and Figure 8).  

As per Table 3, we can notice that the most frequent linked words among all the abstract of 
articles are: “news” followed by “online”, “financial”, “text”, “article”, “study”, “model”, “data”, 
“information”, and “based” respectively. The prominence of words like "news," "online," and 
"financial" in the text mining research literature highlights several key trends. First, there is a growing 
reliance on digital news sources, as online media becomes a crucial source for real-time insights on 
a range of topics, from financial markets to social issues. Second, the focus on "online" data reflects 
a shift towards using text mining for real-time or near real-time applications, where staying updated 
with the latest information is critical. Finally, the high frequency of the word "financial" indicates an 
increased interest in analyzing financial news and reports, driven by the need to predict market 
movements, assess company performance, and conduct sentiment analysis on financial narratives. 
Together, these trends underscore the evolving priorities and applications of text mining research, 
as researchers leverage diverse digital data sources to extract valuable insights in a timely manner. 
  

  Table 3  
  The Top-10 most frequent words based on ‘abstract’ data  

Words  Frequency  

news  115  

online  54  

financial  49  

text  45  

articles  41  

study  39  

model  38  

data  37  

information  33  

based  32  

  
Furthermore, as per Table 4, we can notice that the most frequent linked words among all the 

keyword of articles are: “mining” followed by “text”, “news”, “sentiment”, “learning”, “analysis”, 
“online”, “data”, “deep”, and “detection” respectively. These results indicate that the most frequent 
linked words are focused on studies of the implementation of text mining analysis on news data. The 
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prominent use of keywords like "mining," "sentiment," and "detection" in the text mining research 
literature suggests a focus on core applications of the field. Text mining is a central research 
approach, with techniques for extracting patterns, relationships, and topics from large text corpora. 
Sentiment analysis is a popular application, leveraging text mining to understand public opinion, 
market sentiment, and customer feedback, particularly in the context of online news. Additionally, 
text mining is being employed as a predictive tool for event detection and anomaly detection, often 
utilizing advanced machine learning techniques like deep learning. 
 

Table 4  
The Top-10 most frequent words based on ‘keyword’ data  

Words  Frequency  

mining  30  

text  20  

news  14  

sentiment  10  

learning  9  

analysis  9  

online  7  

data  7  

deep  6  

detection  6  

  
As shown in Figure 7, we can notice that “news” is the most keyword that was mentioned across 

all the collected abstract of articles. The second highest frequent words are “online”, “financial” and 
“text” respectively. The dominant presence of “news” and “online” in the word cloud reflects the 
prevalent focus on online news data as a key source for text mining research. This indicates that the 
majority of studies are centered around analyzing news articles, likely due to the sheer volume of 
text and the rich, real-time nature of this data.  Online news data is valuable because it provides 
fresh, unstructured content that can be analyzed for sentiment, topics, and even event detection. 
However, this raises questions about potential biases introduced by focusing too much on news, such 
as media slant, the fleeting nature of news articles, and the challenge of generalizing findings across 
different data types (e.g., social media, forums, or other public datasets). 
 

 
Fig. 7. Word cloud of high-frequency words based on abstract 

 
Additionally, as shown in Figure 8, we can notice that “mining” is the most keyword that was 

mentioned across all the collected keyword of articles. The second highest frequent words are “text” 
and “news” respectively. The increasing number of the words (news, text and mining) could be 
attributed to the fact that the data sources are from online text news. The prominence of “mining” 
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alongside “text” reinforces the core theme of text mining as the primary research methodology. This 
suggests that most studies are deeply focused on methods to extract information, uncover patterns, 
or classify textual data. As text data continues to proliferate, the importance of mining useful insights 
from this unstructured data is becoming increasingly critical. The dominance of these terms suggests 
that text mining remains a central research area, but it also highlights opportunities for the field to 
evolve by incorporating more complex datasets, such as multimodal (text, images, audio) or 
heterogeneous data from various sources. 
 

 
Fig. 8. Word cloud of high-frequency words based on keyword 

 
3.2 Theme Generation  
  

Theme generation enhances the clarity, coherence, and depth of insights derived from a diverse 
range of scholarly works in text mining as follows: 
 
3.2.1 Systematic literature review – theme generation  
  

The researcher performed thematic analysis to identify themes and sub-themes. Thematic 
analysis is considered as the most suitable in synthesizing a mixed research design. The result yielded 
five primary themes, and 19 sub-themes related to each theme's methodology. The five main themes 
are text mining/text analytics (with eight sub-themes), machine learning (with five sub-themes), deep 
learning (with three sub-themes) and ensemble methods (with three sub-themes) as shown in Table 
5. These results present a comprehensive examination of the current methodological approaches 
utilized by previous researchers. A total of twenty-two studies focused on online news sources [20-
39), while twelve studies concentrated on companies' annual reports (40-51). In terms of publication 
years, nine articles were published in 2023, twelve in 2022, three in 2021, four in 2020, and six in 
2019.  
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Table 5  
The findings 

 
  
3.2.2 Text mining approach – theme generation  
  

Beyond preliminary frequency assessments, we used LDA to disclose the hidden semantic 
structure of papers. LDA has an important pre-processing step, which is defining the optimal number 
of topics. We used the latent concept modelling to estimate the optimum point. This model 
maximizes the overall dissimilarity between the word distributions of topics.   

Using the Python Gensim package, we found the optimum number of topics at 10 by applying the 
latent concept modelling on the number of topics from 2 to 10. After removing stop words (e.g., 
‘‘the’’ and ‘‘a’’), we applied the Variational Bayes Inference algorithm implementation of LDA with its 
default settings on the abstracts. Table 6 outlines the 10 topics identified through a Latent Dirichlet 
Allocation analysis of abstract data from text mining studies. The topics were systematically named 
based on their top 10 most frequent and relevant terms, enabling a clear interpretation of the 
dominant themes present in the abstract corpus. 
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Table 6    
The 10 topics of text mining studies based on ‘abstract’ data generated by LDA 

Topic  Name  Top 10 Words  

Topic 1  Sentiment Analysis  
'news', 'article', 'enterprise', 'effect', 'sentiment', 'intelligent',  
'development', 'medium', 'model', 'language'  

Topic 2  Information Extraction  
'financial', 'emergency', 'model', 'event', 'chinese', 'fraud',  
'extraction', 'textual', 'using', 'statement'  

Topic 3  Clustering  
'sentiment', 'study', 'news', 'financial', 'city', 'lexicon',  
'model', 'cluster', 'change', 'based'  

Topic 4  Information Retrieval  
'volatility', 'word', 'text', 'knowledge', 'embedding',  
'financial', 'method', 'model', 'prediction', 'learning'  

Topic 5  
Natural Language Processing  'model', 'financial', 'result', 'annual_report', 'feature', 'ratio',  

'fraud', 'sentence', 'process', 'statement'  

Topic 6  Text Classification  
'news', 'vaccine', 'online', 'article', 'event', 'covid', 'business',  
'result', 'term', 'information'  

Topic 7  Topic Tracking & Detection  
'news', 'model', 'article', 'financial', 'risk', 'online', 'disease',  
'study', 'problem', 'social'  

Topic 8  Information Visualization  
'risk', 'firm', 'document', 'pandemic', 'data', 'covid', 'analysis',  
'technology', 'news', 'using'  

Topic 9  Summarization  
'time', 'news', 'online', 'keywords', 'newspaper', 'agro',  
'found', 'term', 'different', 'daily'  

Topic 10  ML Classification  
'esports', 'text', 'data', 'news', 'online', 'asian_game', 'sport',  
'image', 'gender_equality', 'paper'  

  
The detected 10 topics was named, for example, Topic 1 is was named Sentiment Analysis due 

to the prominence of terms such as "sentiment," "news," and "effect," which suggest a focus on the 
examination of sentiment within textual data, particularly in the context of news articles and the 
impacts of sentiment on organizations. Sentiment analysis is a widely utilized technique for 
evaluating emotions or viewpoints present in textual content. When applied to news articles and 
social media, it can offer insights into public opinion, corporate strategies, and the effects of media. 
The emphasis on words like "intelligent," "development," and "enterprise" implies an interest in the 
commercial and practical applications of sentiment analysis, such as monitoring consumer feedback 
or corporate sentiment.  

Topic 2 focuses on the field of Information Extraction, as evident from the prominence of terms 
like "extraction," "financial," and "textual." The research in this area centres around the process of 
retrieving structured data from unstructured textual sources, particularly in the domains of financial 
reporting, emergency event analysis, and fraud detection. The inclusion of the word "Chinese" 
suggests that some of the studies investigate datasets from China, with a likely emphasis on financial 
information. Information extraction is a crucial technique for various applications, such as search 
engines, financial forecasting, and legal analysis. The research in this topic leverages predictive text 
mining methods, often in combination with advanced text embedding techniques, to enhance the 
accuracy and efficiency of information retrieval from large-scale data repositories.  

Document Clustering is one of the most important text mining technologies, intended to assist 
users in successfully navigating, summarizing, and organizing text materials. The prominent use of 
terminology such as "cluster," "sentiment," and "model" implies that this topic centres on the 
application of clustering methods to analyze financial news and other textual datasets. The emphasis 
on "financial," "sentiment," and "news"-related clustering suggests that a significant portion of the 
research in this domain focuses on organizing large-scale financial or news-oriented datasets to 
enhance interpretability. Clustering techniques serve to reduce the complexity inherent in analyzing 
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extensive text corpora by grouping together similar documents, thereby facilitating more effective 
extraction of insights from unstructured data, particularly in fields such as finance and media. 

Information Retrieval appears to focus on the retrieval of relevant information from large text 
datasets, potentially for applications in financial forecasting or predictive modeling. The keywords 
"volatility" and "embedding" suggest the utilization of techniques such as text embedding and 
machine learning models to enhance the quality and accuracy of information retrieval. Information 
retrieval is a fundamental process of extracting relevant data from extensive datasets.  In this context, 
the theme seems to encompass predictive modeling and knowledge extraction, with a specific 
emphasis on financial datasets. The inclusion of the term "embedding" indicates the employment of 
advanced text representation methods, like word embeddings, to improve the effectiveness of 
information retrieval and search outcomes.   

Topic 5 was labeled as Natural Language Processing (NLP) due to the presence of key terminology 
like "model," "sentence," and "process," which are fundamental concepts in the field. The inclusion 
of words such as "financial," "fraud," and "annual_report" suggests the application of NLP techniques 
to analyze formal documents, particularly financial reports. NLP is a crucial tool in industries like 
finance, where the capacity to process and comprehend large volumes of reports, statements, and 
regulatory filings can significantly impact decision-making and fraud detection.   

Text Classification is the process of categorising materials according to their content. This topic 
focuses on the classification of textual data, particularly pertaining to online news articles and COVID-
19-related information. The presence of terms like "news," "vaccine," and "covid" suggests a 
concentration on categorizing and analyzing such text-based content. Furthermore, the inclusion of 
"business" and "event" indicates applications in real-time monitoring of events and business-
oriented analyses. Text classification is a fundamental technique in the field of text mining, with 
widespread use cases in news topic categorization, medical research, and tracking sentiments for 
business purposes.  

Topic Monitoring and Detection is focused on the identification and monitoring of emerging 
themes and trends in real-time, particularly in the contexts of financial risks, public health crises, and 
social developments. The prominence of terms like "topic," "tracking," and "detection" suggests a 
research emphasis on techniques for rapidly identifying and following key issues as they unfold, 
which is of crucial importance for domains that require timely responses, such as healthcare and 
financial risk mitigation.  

Topic 8 is labelled as Information Visualization which focuses on the visualization of information, 
particularly in the contexts of risk management and the COVID-19 pandemic. The prominence of 
terms like "risk," "pandemic," "data," and "visualization" suggests a research emphasis on presenting 
data-driven insights through graphical methods. Data visualization plays a crucial role in aiding 
decision-makers by transforming complex datasets into more comprehensible forms, which is 
especially important in domains such as risk management, public health crises, and financial 
reporting.   

Text Summarization is the process of reducing a document's length and complexity while 
maintaining the most important elements and general meaning. The top words in this topic like 
"time," "keywords," and "online" point to studies that involve summarizing large datasets, 
particularly news articles. This topic likely addresses the creation of concise summaries from large 
volumes of text, such as newspapers or daily news sources. Summarization helps extract key 
information from vast amounts of text quickly, which is crucial for news platforms, media analysis, 
and organizations that need to monitor daily developments in their fields.  

The last topic is named after Machine Learning (ML) Classification. This topic includes words like 
"esports," "text," and "gender_equality," suggests a focus on applying machine learning techniques 
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to classify and analyze diverse textual data, ranging from topics related to esports, gender equality, 
and other societal issues. The research in this area appears to explore the intersection of machine 
learning and text classification, leveraging these methods to gain insights from large datasets across 
various domains, including sports, media, and social contexts.  

The topic labels were generated by identifying the most frequently occurring and conceptually 
salient terms within each cluster. This approach ensured that the labels accurately captured the 
primary focus of the articles in the respective clusters. The prevalence of terms such as "news," 
"model," and "financial" across multiple topics indicates that these themes are particularly 
prominent in text mining research pertaining to online news content and corporate annual reports, 
underscoring the broad significance of these domains in the analyzed studies. Each topic label 
provides insight into both the specific applications and the methodological approaches employed in 
the examined research. 

Subsequently, we applied the same methodology to the keywords column. Using the Python 
Gensim library, we determined the optimal number of topics to be 5 by conducting latent concept 
modeling on topic counts ranging from 2 to 10. After removing stop words (e.g., ‘‘the’’ and ‘‘a’’), we 
implemented the Variational Bayes Inference algorithm for LDA with its default parameters to 
identify the 5 key topics within the keyword data as shown in Table 7.  
 

Table 7 
The 5 to7pics of text mining studies based on ‘keywords’ data generated by LDA 

Topic  Name  Top 10 Words  

Topic 1  Text Mining  
'mining', 'text', 'news', 'data', 'medium', 'city', 'covid',  
'online', 'sentiment', 'learning'  

Topic 2  Text Analytics  
'mining', 'text', 'analysis', 'sentiment', 'learning', 'news',  
'deep', 'detection', 'analytics', 'method'  

Topic 3  Machine Learning  
'text', 'mining', 'news', 'online', 'concept', 'embedding',  
'word', 'extraction', 'event', 'detection'  

Topic 4  Deep Learning  
'information', 'conditional', 'random', 'directional', 'term',  
'batch', 'blstm', 'trained', 'long', 'word'  

Topic 5  Ensemble Method 
'clustering', 'covid', 'part', 'random', 'short', 'speech',  
'tagging', 'trained', 'area', 'city'  

  
The detected 5 topics was named, for example, Topic 1 is Text Mining based on interpretation of 

‘‘mining, text, news, data, medium, city, covid, online, sentiment, learning”. These word lists or 
‘‘topics’’ are then interpreted by human intuition as meaningful ‘‘themes’’.  In this study, text mining 
and text analytics is considered the same.  Therefore, there are four main themes derived.  This 
further confirmed that the research areas mostly conducted by researchers are based on the 
techniques of text mining/text analytics, machine learning, deep learning and ensemble method, 
respectively. The explanation of each theme is as follow:  

  
i. Text Mining/Text Analytics  
 
A total of 19 out of 34 studies focused on text mining/ text analytics techniques to efficiently 

extract and analyze information from unstructured textual data. The most common text mining 
applied are natural language processing (NLP) (14 studies) while 2 studies on information retrieval, 
another 2 studies applied topic tracking and detection. This unified topic represents the core 
methodologies utilized to extract meaningful patterns, trends, and insights from text-based data 
sources. The prominent keywords emphasize the application of these techniques across diverse 
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domains, with a particular focus on the analysis of news articles and online content. The inclusion of 
terms like 'covid,' 'sentiment,' and 'learning' suggests that sentiment analysis and machine learning 
models are extensively employed to examine significant global occurrences, such as the COVID-19 
pandemic. The application of text mining and text analytics for the real-time analysis of news and 
social media data is crucial for understanding public sentiment and behavioral dynamics during such 
impactful events. 
 

ii. Machine Learning  
 
A total of 14 out of 34 studies implemented machine learning techniques on text dataset. The 

most common machine learning technique applied are classification (9 studies) while the others 
applied clustering, regression and detection of anomalies and novelties, respectively. This topic is 
centred on Machine Learning models and their applications, including their use in prediction tasks 
and algorithm development. The prominence of terms like 'embedding,' 'word,' and 'extraction' 
indicates that this topic centers on machine learning methods, particularly those involving word 
embeddings and information extraction. The occurrence of 'event' and 'detection' suggests the 
exploration of event detection applications, such as identifying patterns and events from online news 
and textual data sources. The presence of 'deep' implies that deep learning is a sub-area of interest 
within this topic. Furthermore, the frequent mention of 'mining' and 'news' suggests the integration 
of machine learning approaches with text mining to enhance analytical capabilities and predictive 
modeling. 
 

iii. Deep Learning  
 
A total of 6 out of 34 studies implemented deep learning techniques to find the desire text 

information. The most common deep learning technique applied are discriminative implementation 
(6 studies) while two studies on generative technique. The prominent keywords in Topic 4 associated 
with this topic directly correlate with deep learning methodologies. Terms such as 'blstm,' 'trained,' 
and 'batch' indicate a focus on sequence learning and model training techniques. The significance of 
deep learning lies in its enhanced capability to process and comprehend vast volumes of unstructured 
textual data, outperforming traditional machine learning approaches. Specifically, models like 
Bidirectional Long Short-Term Memory are widely utilized for tasks such as sentiment analysis, text 
generation, and sequence prediction, where understanding context and sequential information is 
crucial. This is a clear demonstration of the application of deep learning models in natural language 
processing tasks, including classification, language modeling, and sequence prediction. Deep learning 
is a more advanced subfield of machine learning that brings it closer to artificial intelligence. It allows 
for the modelling of complicated relationships and concepts at several levels of representation.  

  
iv.  Ensemble Method  
 
Two out of 34 studies utilized the boosting ensemble method, resulting in significantly improved 

performance. This topic indicates a focus on ensemble methods, which involve the combination of 
multiple learning models to enhance prediction accuracy and robustness. The prominence of 
keywords such as 'clustering,' 'random,' and 'trained' point to the utilization of ensemble techniques, 
which often incorporate methods like Random Forests. The presence of 'Covid' and 'speech' suggests 
applications in public health and speech processing tasks. Ensemble approaches are particularly 
useful for integrating diverse models to handle complex text mining challenges, as evidenced by the 
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focus on tasks such as event detection and concept extraction. The increasing adoption of ensemble 
methods in text mining research can be attributed to their superior performance in tackling complex 
analytical tasks, including sentiment detection and fraud analysis.  
 
4. Discussion 
 

The research findings reveal key trends with broad implications for both future research and 
practical applications of text mining. The growing prominence of text mining and text analytics 
indicates an increasing need for efficient tools to extract, process, and analyze vast amounts of 
unstructured data from various sources, such as financial reports, social media, and news articles. As 
organizations continue to generate massive amounts of data, future research will likely focus on 
developing more advanced algorithms to handle this complexity. This trend suggests a shift towards 
more automated and scalable solutions, where real-time analysis becomes the norm. Practically, 
businesses and policymakers can leverage these techniques to gain deeper insights into market 
trends, consumer behavior, and public sentiment, improving decision-making processes across 
industries. 

The emphasis on machine learning and deep learning underscores the growing importance of 
adaptive models that can manage and learn from diverse datasets. These methods allow researchers 
to build predictive models that improve over time, addressing the challenges posed by noisy and 
unstructured data. Future research in this area may explore hybrid models combining both traditional 
statistical techniques and machine learning algorithms to enhance performance, particularly in 
sectors like finance, healthcare, and cybersecurity. In practice, businesses can use machine learning 
for everything from sentiment analysis to detecting fraudulent transactions, offering real-time 
solutions that adapt to evolving conditions. 

The integration of ensemble methods—combining multiple algorithms to improve accuracy—
points to a critical direction for future research. The success of ensemble approaches suggests that 
single-algorithm models may no longer be sufficient for handling the complexity and variability of 
large datasets. Future studies may focus on refining these ensemble techniques, improving 
interpretability, and reducing computational costs. Practically, this development has significant 
implications for industries where precision is critical, such as risk management, where ensemble 
methods can provide more accurate predictions of market volatility, disease outbreaks, or customer 
churn. 

One of the most transformative trends is the shift towards multimodal data analysis, which 
combines structured and unstructured data sources. This trend offers a broader, more holistic 
understanding of topics like corporate behavior or market sentiment. Future research will likely 
explore methods for integrating diverse data types—from textual reports to real-time data feeds—
addressing the technical challenges of aligning and processing these sources. Practically, this opens 
new avenues for comprehensive market analyses, public health monitoring, and real-time crisis 
response, where multiple data streams must be processed simultaneously to inform decisions. 

Information visualization is another emerging focus, highlighting the need for more intuitive and 
interactive tools to represent complex data insights. As datasets grow in size and complexity, 
traditional quantitative analysis methods may struggle to communicate findings effectively. Future 
research could concentrate on creating advanced visual interfaces that allow non-technical users to 
explore and interact with large datasets, enhancing decision-making processes. For practitioners in 
domains like policy development or business intelligence, effective data visualization will be crucial 
in translating complex analytical outputs into actionable insights, democratizing access to data-driven 
decision-making. 
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The increasing application of text mining in real-time use cases, such as public health monitoring 
and misinformation detection, suggests a growing role for these technologies in addressing urgent 
societal challenges. Future research may focus on refining algorithms to handle real-time data 
streams with greater accuracy and speed. The practical implications are profound, as governments, 
businesses, and organizations can use these technologies to respond more effectively to crises, track 
public sentiment during critical events, and combat the spread of misinformation in digital media. 

Overall, these trends indicate that text mining will continue to evolve into a critical tool for both 
academia and industry, with future research likely to focus on improving algorithmic accuracy, 
scalability, and real-time application. The integration of multiple data sources and the development 
of more user-friendly visualization tools will ensure that the insights gained through text mining 
become more accessible and actionable across various sectors. 
 
5. Conclusions  
  

This study has systematically examined and analyzed the trends and prominent themes in text 
mining research, particularly in the realms of online news and corporate annual reports. Through a 
comprehensive evaluation of 34 studies using the PRISMA review protocol, the research uncovers 
the most prominent techniques in text mining, including natural language processing, classification, 
clustering, and ensemble methods. These findings demonstrate the critical role these methodologies 
play in extracting valuable insights from large volumes of unstructured textual data, especially in 
fields like finance, public health, and social media. The systematic approach to identifying these 
themes has led to a clear understanding of how text mining has evolved and its growing application 
in real-world scenarios. 

The study reveals that the application of machine learning, deep learning, and ensemble 
techniques are dominant in contemporary text mining research. The combination of models using 
ensemble methods has proven to enhance accuracy and effectiveness, particularly in dealing with 
unstructured data, while clustering and topic modeling remain essential for organizing vast datasets. 
The study also highlights that NLP continues to be a foundational approach, providing significant 
advancements in areas like sentiment analysis, topic detection, and information retrieval. 

The broader implications of these findings suggest that text mining is becoming increasingly 
crucial for real-time data analysis and decision-making across various industries. As text mining 
techniques evolve, future research should focus on refining and optimizing existing methods to 
enhance their scalability and efficiency, especially for large-scale datasets. Additionally, there is 
potential for integrating multimodal data—combining text with images, videos, or audio—which 
could offer even richer insights and deeper analysis. 

In practical terms, the study's findings point to the growing reliance on text mining techniques in 
sectors that require sophisticated analysis, such as financial forecasting, crisis management, 
sentiment analysis, and public policy decision-making. This review has not only identified the current 
trends but also provided a roadmap for future advancements in the field, encouraging further 
research to explore new algorithms and applications that could push the boundaries of text analytics. 
Overall, this study underscores the vital role text mining will continue to play in extracting actionable 
insights from dynamic and complex datasets, ultimately supporting the growing demand for data-
driven decision-making in a rapidly evolving digital landscape.  
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