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ARTICLE INFO ABSTRACT 

 
The prevalence of fake news accompanied by multimedia content on the internet 
presents a significant challenge for users attempting to discern its authenticity. 
Automatically identifying and classifying fake news is a crucial way for combating 
misinformation and maintain the integrity of information dissemination. This paper 
proposes a fake news detection approach that exploits multimodality's potential and 
integrates textual and visual data to improve the fake news classification system. The 
novel multimodal learning approach to fake news detection, which has been termed 
Tri-FND, uses triplet transformers for fake news detection. This approach utilizes state-
of-the-art language and vision transformers with Contrastive Language-Image 
Pretraining (CLIP) to improve feature representation and textual and visual semantic 
alignment. This technique significantly enhances the capability of identifying fake news 
by analyzing both text and images. Experiments were conducted on two linguistic 
datasets: the English dataset is sourced from Twitter, while the Chinese dataset is 
sourced from Weibo. The proposed approach can achieve an overall accuracy of 0.90 
on the Twitter dataset and 0.93 on the Weibo dataset. 
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1. Introduction 
 

Fake news represents a significant societal problem, leading to misinformation, confusion, and 
the manipulation of public opinion. The rapid dissemination of misinformation through social media 
and other online platforms can have profound societal impacts [1], including the distortion of public 
opinion and the erosion of trust in legitimate news sources. The primary challenge [2] lies in 
effectively detecting and mitigating the spread of misinformation to maintain the integrity of 
information. Conventional approaches [3, 4] to identify fake news often struggle to capture the 
nuanced cues present in multimodal data, such as images, videos, and audio. Consequently, there is 
a growing interest in utilizing multimodality to enhance fake news classification systems. 
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Deep learning, specifically using transformers [5], has brought about a significant revolution in 
both language processing and computer vision tasks. This research explores the transformative 
power of transformers in textual and vision domains, focusing on their potential to drive 
advancements in machine intelligence. Transformers utilize self-attention mechanisms to capture 
relationships between input tokens, enabling parallelized computation and reduce sequential 
processing limitations. Vision Transformers (ViTs), as demonstrated in [6] exhibit proficient modeling 
of long-range dependencies and contextual relationships. ViTs, applied to images, eschew the grid-
based processing of CNNs in favor of a token-based approach, capturing global contextual 
information and long-range dependencies within images. 

Contrastive learning-based multimodal pre-training techniques have shown promising results in 
multimodal representation learning. The Contrastive Language-Image Pretraining model [7], (CLIP) a 
representative dual-stream model, is a groundbreaking approach to image-text matching, utilizing 
large-scale pre-training on diverse images and text. This model facilitates cross-modal understanding 
by embedding visual and textual representations into a common feature space, enabling accurate 
association with text prompts. CLIP learns to align images and text semantically, allowing robust 
performance across various tasks. The most recent cutting-edge approaches for detecting fake news 
are highlighted in the literature.  

Jin et al. [8], introduced Att-RNN, a recurrent neural network designed for rumor detection, which 
incorporates textual, visual, and social contexts. It employs LSTM for textual analysis and pre-trained 
VGG19 for image processing. Wang et al. [9], introduced The EANN model, a GAN-based method, 
that identifies fake news by learning event-invariant features across multiple modalities. Khattar et 
al. [10], introduced MVAE as a system capable of discerning fake news. It achieves this by extracting 
textual and visual features, converting them into sampled multimodal representation, and 
subsequently learning a unified representation through joint training. Singhal et al., [11] propose a 
SpotFake a multimodal framework that uses the BERT language model for text processing and a pre-
trained VGG-19 model for visual feature extraction. Singhal et al.,  [12] an improved version of 
SpotFake, called SpotFake+, extracts text features using pre-trained XLNet models.  

Song et al., [13] utilize CARMN a framework for detecting multimodal fake news, which utilizes 
multichannel convolutional neural networks to produce fused features from word and image 
embeddings. It considers spatial and frequency-domain information, cross-model attention to 
capture image-text relationships, and self-attention to derive feature vectors for determining fake 
news, ensuring meaningful fusion across modalities while minimizing noise impact. Wu et al., [14] 
proposed that MCAN aims to enhance fake news identification by leveraging the interdependence 
among multimodal features. It overlooks shallow features. It utilizes multiple co-attention layers to 
effectively combine textual and visual features.  

Chen et al. [15], proposed CAFÉ model that evaluates cross-modal ambiguity by combining cross-
modal correlations and unimodal features. It uses CLIP cosine similarity to weight multimodal 
features, guiding classifier learning. CAFE compresses image and text data, minimizes KL divergence, 
and adjusts multimodal feature weights. However, alignment is not guaranteed due to limited input 
data. Ghorbanpour et al. [16], Introduced FNR, a method that evaluates the similarity between the 
textual and visual content of a news item to authenticate news articles. Ying Guo et al. [17], advanced 
models like Bert and ResNet are combined for feature extraction, enhancing news detection accuracy 
through multimodal bilinear pooling and self-attention mechanisms. Fangfang Shan et al. [18], This 
research presents EANBS, a model that utilizes BERT and Text-CNN for extracting text features, VGG-
19 on ImageNet for local features, similarity representation learning, inference, event-based 
adversarial networks, and multimodal networks.  
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Previous studies, constrained by traditional techniques, often failed to identify the most effective 
feature representations, limiting model performance. In this study, an analysis was conducted on 
each modality independently, utilizing various types of vision and language transformers to evaluate 
their respective impacts. The best-performing models from these evaluations were subsequently 
identified and integrated into a multimodal framework. The CLIP model was employed to enhance 
the semantic alignment between the two modalities. Finally, all components were combined into a 
fully connected layer to achieve comprehensive integration and analysis. This approach improves the 
accuracy and robustness of models while offering a deeper understanding of data characteristics. 

This paper presents Tri-FND, a novel multimodal learning approach using triplet transformer 
models for fake news detection. By leveraging transformer-based models and the CLIP model, Tri-
FND achieved an overall accuracy of 0.90 on the Twitter dataset and 0.93 on the Weibo dataset. 

The major contributions are highlighted as follows: 
i) Various types of language and vision transformer models are employed. 
ii) A comparative study is conducted on different language and vision transformers for each 

modality. 
iii) The proposed model integrates two encoders with the purpose of enhancing feature 

representation by separately extracting feature representations from each modality. 
iv) Contrastive Language-Image Pretraining (CLIP) is utilized to enhance the semantic 

alignment between the two modalities. 
v) Extensive experiments are conducted on commonly used datasets: Twitter (in English) and 

Weibo (in Chinese). 
 

The remainder of the paper is organized as follows: Section 2 describes the proposed 
architecture, Section 3 details the dataset, experimental configurations, evaluation criteria, results 
analysis, discussion, and ablation study, and Section 4 concludes the paper and outlines prospects 
for future work. 
 
2. Methodology  
 

This section highlights the methodologies utilized in the Tri-FND model. An architectural overview 
of the model is first presented, followed by a detailed explanation of the network. 

 
2.1 Model Architecture 

 
The Tri-FND model uses four sub-modules to identify fake news. The first sub-module handles 

the preprocessing for the two modalities. The second utilizes pre-trained language and vision models 
for textual and vision feature representation. The third uses CLIP to align text with images, Lastly, the 
fourth sub-module incorporates a multimodal model fusion followed by a fully connected layer for 
classification. Figure 1 illustrates the comprehensive architecture of the model. 
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Fig.1. Tri-FND Model Architecture 

 
2.2 Data Preprocessing  
 

In the first module, the Tri-FND model processes tweet text and images using a text tokenizer and 
an image processor. The tokenizer converts the text into tokens, producing input_ids, 
token_type_ids, and attention_masks for linguistic analysis. Concurrently, the image processor 
resizes, normalizes, and transforms the image into a tensor. 
 
2.3 Representation 
 

In the second module, six pre-trained models are evaluated to identify the most suitable text and 
image representation encoders. 
 
2.3.1 Model selection for the text modality 
 

After preprocessing the text, word vector representations were generated using Bidirectional 
Encoder Representations from Transformers (BERT) [19] and its various versions. BERT is bidirectional 
and generates contextualized word embeddings by capturing information from both the left and right 
contexts of input tokens using the Masked Language Model (MLM) approach, which differs from 
conventional language models that predict the next word in a sequence. The following transformer-
based models have been implemented; RoBERTa [20], XLM [21], ConvBERT [22], BART [23], and 
ELECTRA [24]. Among these models, ELECTRA demonstrated superior performance, achieving higher 
accuracy compared to the others. ELECTRA is short for "Efficiently Learning an Encoder that Classifies 
Token Replacements Accurately”. This model, ELECTRA, enhances transformer network pre-training 
efficiency compared to BERT by introducing a task called replaced token detection. Instead of 
masking input parts, ELECTRA distorts them and trains a discriminative model to identify replaced 
tokens, allowing it to learn from every token, unlike BERT. This method increases computational 
efficiency and performance across various data types.  

Notably, ELECTRA differs from BERT by omitting contrastive learning techniques and a pooling 
projection layer. In the Tri-FND model, ELECTRA is utilized as the text encoder, which uses a 
discriminator similar to a Generative Adversarial Network (GAN) [25], which is optimal for this task 
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as the dataset used contains both real and manipulated (fake) text. The ELECTRA model processes 
the input tokens and attention masks as in Eq. (1). The hidden state representation, 𝐻𝑡𝑒𝑥𝑡, is obtained 
by processing the input token matrix Xt through the ELECTRA model, conditioned on an attention 
mask matrix M: 
 
 𝐻𝑡𝑒𝑥𝑡 = 𝐸𝑙𝑒𝑐𝑡𝑟𝑎(𝑋𝑡 , 𝑀)                                                                                                                         (1) 
 
where Xt is the input token matrix with dimensions (B, T), where B denotes the batch size and T 
represents the sequence length. The matrix M is the attention mask, also of shape (B, T). Given that  
𝐻𝑡𝑒𝑥𝑡 returns the hidden states with dimensions (B, T, H), extracting the hidden state corresponding 
to the [CLS] token from 𝐻𝑡𝑒𝑥𝑡, as described in Eq. (2)  
 
 𝐻𝑡𝑥𝑡 = 𝐻𝑡𝑒𝑥𝑡[: ,0, : ]                                                                                                                                   (2) 
 

This formulation captures the essential representation needed for further downstream tasks. 
Table 3, which will be discussed in the results section, displays the outcomes of training various 
language transformer-based models on the proposed benchmark datasets. 
 
2.3.2 Model selection for the image modality 
 

Given the notable performance of Vision Transformers (ViTs) in image classification tasks, pre-
trained ViT models are employed as the backbone of the network for fake news detection. Various 
ViTs, including the original ViT, Swin Transformer [26], PVT [27], NesT [28], DeiT [29], and ConvNeXt 
[30], are evaluated based on their performance on specific datasets. Among these, the Swin 
Transformer Base and ConvNeXt v2 demonstrate superior results, making them optimal choices for 
the backbone of Tri-FND. 

ConvNeXt improves upon the classic ResNet [31], by incorporating modern techniques from the 
Swin Transformer, resulting in enhanced classification performance. While attempts to combine 
ConvNeXt with self-supervised learning methods like masked autoencoders (MAE) were 
unsatisfactory, ConvNeXt v2 [32], offers significant enhancements. The key improvement in 
ConvNeXt v2 involves the Fully Convolutional Masked Autoencoder (FCMAE) architecture, which 
processes visible pixels with an encoder and uses a decoder to reconstruct images from encoded 
pixels and mask tokens. Additionally, the introduction of a Global Response Normalization (GRN) 
layer helps the model better differentiate image features, especially in partially obscured images, 
greatly enhancing image recognition and processing performance. As described in Eq. (3), the hidden 
state representation, 𝐻𝑖𝑚𝑎𝑔𝑒 , is derived by processing the input image matrix 𝑋𝑖 through the vision 

model 𝐼  
 
 𝐻𝑖𝑚𝑎𝑔𝑒 = 𝐼(𝑋𝑖)                                                                                                                                         (3) 

                                
where, 𝐼 denotes the vision model, and 𝑋𝑖 represents the input image matrix. The final hidden state 
representation is derived from extracting the pooler output from the last layer of the sequence in 
𝐻𝑖𝑚𝑎𝑔𝑒  as in Eq. (4): 

 
𝐻𝑖𝑚𝑔 = 𝐻𝑖𝑚𝑎𝑔𝑒. 𝑝𝑜𝑜𝑙𝑒𝑟_𝑜𝑢𝑡𝑝𝑢𝑡                                                                                                             (4)                             
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2.4 Alignment  
 

The third module employs CLIP, a multimodal dual vision and language model leveraged to assess 
cross-modal correlation and align textual and visual features, thereby enhancing the effectiveness of 
identifying fake news. CLIP was utilized to encode both textual and visual information into a shared 
space, facilitating semantic alignment across modalities as described in Eq. (5). 
 
𝐻𝑐𝑙𝑖𝑝 = 𝐶(𝐶𝑡 , 𝐶𝑣)                                                                                                                                      (5) 

 
CLIP encodes visual and textual data through separate encoder networks: a Vision Transformer 

(ViT) for images and BERT for text. The key concept is embedding both images and text into a shared 
feature space where similar semantic concepts are closely located. This facilitates direct comparisons 
and semantic associations without explicit alignment guidance. The hidden states generated 
encapsulate the learned representations of both modalities, encoding the semantic information of 
the input text and images to enable cross-modal comparisons and understanding. As described in Eq. 
(6,7) the last hidden state outputs for both text and image from the CLIP model are extracted. 
 
𝐻𝑡𝑥𝑡𝑐𝑙𝑖𝑝  = 𝐻𝑐𝑙𝑖𝑝. 𝑡𝑒𝑥𝑡𝑚𝑜𝑑𝑒𝑙 . 𝑜𝑢𝑡𝑝𝑢𝑡. 𝑙𝑎𝑠𝑡_ℎ𝑖𝑑𝑑𝑒𝑛_𝑠𝑡𝑎𝑡𝑒[: ,0, : ]                                                     (6)        

  
𝐻𝑖𝑚𝑔𝑐𝑙𝑖𝑝  = 𝐻𝑐𝑙𝑖𝑝. 𝑣𝑖𝑠𝑖𝑜𝑛𝑚𝑜𝑑𝑒𝑙 . 𝑜𝑢𝑡𝑝𝑢𝑡. 𝑙𝑎𝑠𝑡_ℎ𝑖𝑑𝑑𝑒𝑛_𝑠𝑡𝑎𝑡𝑒[: ,0, : ]                                               (7)         

 
CLIP's hidden states achieve semantic alignment across modalities, enabling meaningful 

associations between related image and text content without needing explicit point-to-point 
correspondences. 
 
2.5 Multimodal Classification 
 

In the last module, encoder vectors are concatenated to create a comprehensive feature 
representation. For the English dataset, this includes a 256-dimensional vector from Electra-S, a 
1024-dimensional vector from ConvNeXt v2-base, a 768-dimensional vector from Text CLIP (BERT-B), 
and a 512-dimensional vector from Image CLIP (ViT-B), resulting in a 2560-dimensional vector. For 
the Chinese dataset, Electra-L generates a 1024-dimensional vector and CLIP Image Model resulting 
in a 768-dimensional vector leading to a concatenated 3584-dimensional vector. as described in Eq 
(8). These concatenated vectors are then processed through a fully connected layer, followed by a 
sigmoid activation function as in Eq (9).  
 
𝐻𝐶𝑜𝑛𝑐𝑎𝑡 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝐻𝑡𝑥𝑡, 𝐻𝑖𝑚𝑔, 𝐻𝑡𝑥𝑡𝑐𝑙𝑖𝑝, 𝐻𝑖𝑚𝑔𝑐𝑙𝑖𝑝)                                                                            (8) 

 
𝑂𝑢𝑡𝑝𝑢𝑡 = σ(𝐻𝑐𝑜𝑛𝑐𝑎𝑡𝑊𝑡𝑜𝑝 + 𝑏𝑡𝑜𝑝)                                                                                                      (9) 

 
where 𝜎 is the sigmoid function, 𝑊𝑡𝑜𝑝is the weight matrix, and 𝑏𝑡𝑜𝑝 is the bias term of the final linear 

layer. 
 
  



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 63, Issue 1 (2026) 255-270 

261 
 

3. Results 
 

This section will present a comprehensive description and the experimental results of applying 
Tri-FND using two real-world datasets. Furthermore, we will compare this approach with the baseline 
models. 
 
3.1 Dataset 
 

The effectiveness of the Tri-FND model was comprehensively evaluated through experiments 
conducted on English and Chinese datasets as outlined in [33, 34] and [35]. The Twitter dataset, 
aimed at the Verifying Multimedia Use task, consists of tweets containing text, images, and social 
context details. The Weibo dataset, sourced from Xinhua News Agency and the Weibo platform, 
includes posts with text, images, and social information, collected from May 2012 to January 2016 
via Weibo's official fake news debunking system. These datasets serve as valuable resources for 
assessing the model's capability in detecting fake news and multimedia content on diverse social 
media platforms. Their varied events facilitate the effective generalization of the model to different 
scenarios. Visual representations of event distribution percentages will be included (Figure 2 and 3), 
while Table 1 lists dataset training and testing distributions. 
 

Table 1 
Datasets class distributions 
Dataset Train Test Total 

 Fake Real Fake Real  

Twitter 6649 4599 545 444 12,237 
Weibo 3748 3758 999 995 9500 

 

  
Fig. 2. Weibo events distribution Fig. 3. Twitter events distribution 

 
3.2 Experimental Setup  

 
Through extensive experiments and repeated adjustments, the optimal parameter configurations 

were identified. The test set was used to determine the most suitable hyperparameters for the 
training set, aiding in model generalization and preventing overfitting. These configurations are 
detailed in Table 2. 
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Table 2 
Hyperparameters Setting 
Hyperparameter Twitter Weibo 

Optimizer AdamW AdamW 
Epsilon 1e-8 1e-8 
Batch Size of uni-modals 32 32 
Batch Size for multimodal 8 4 
The text learning rate for uni modals 2e-5 1.6e-5 
The text learning rate for Multimodal 2e-6 2e-6 
Image Learning rate 1e-4 1e-4 
Text maximum Sentence length 75 285 
Image size 224x224 224x224 
Number of epochs 20 20 
Text encoder dimension 256 1024 
Image encoder dimension 1024 1024 
Clip text encoder dimension 768 768 
Clip image encoder dimension 512 768 

 
3.3 Implementation Detail 
 

The experiments were performed on the Google Colaboratory platform using NVIDIA A100-
SXM4-40GB. All pre-trained models utilized in the study were acquired from the Hugging Face library 
[36]. 
 
3.4 Evaluation Metrics 
 
To evaluate the performance of the Tri-FND model, traditional metrics such as accuracy, F1 score, 
recall, precision, ROC, and AUC were utilized, which were computed as follows in Eqs. (10)-(13): 
 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                (10) 

 

Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                       (11) 

 

Precision = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                   (12) 

 

F1-Score = 
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                                         (13) 

 
i) Receiver Operating Characteristic (ROC): The curve illustrates a classifier's capability to 

differentiate between fake and real news instances by plotting the true positive rate 
compared to the false positive rate. 

ii) The Area Under the Curve (AUC): It serves as an indicator of a classifier's performance in 
distinguishing between fake and real news. 
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3.5 Baseline Models 
 

To validate the effectiveness of the proposed model, a comparison with various baseline models 
was conducted. Table 3 outlines the contributions, methods used, and future scope for each model. 
 
Table 3 
Review of literature baseline models 
Model Contribution Text encoder Image Encoder Fusion Future Scope 

Att-RNN 
(2017) 

Combines textual and visual 
features with social context 
using an attention mechanism 

Word2Vec VGG19 Attention 
network 

To improve the 
effectiveness of 
the model  

EANN 
(2018) 

Utilizes an event discriminator 
to identify event-specific data 

Text-CNN VGG19 Concatenation To enhance the 
proposed model 
fusion network  

MVAE 
(2019) 

Leverages VAE to discovers 
correlations between different 
modalities 

Bi-LSTM VGG19 Concatenation Leveraging tweet 
dissemination 
and user 
attributes. 

Spotfake+ 
(2020) 

The main novelty of the 
proposed model lies in its 
utilization of the pre-trained 
language model XL-Net. 

XL-Net VGG19 Concatenation To  Include meta-
levels of different 
modalities. 

MCAN 
(2021) 

Proposes multiple co-attention 
layers aimed at integrating and 
learning inter-modality 
relationships. 

BERT VGG19 Multiple co-
attention 
layers 

To Expand the 
fusion process 
using a co-
attention 
network  

CARMN 
(2021) 

The model preserves unique 
properties while reducing noise 
introduced during the fusion of 
different modalities. 

Word level 
embedding 

VGG19 Concatenation 
+Attention 

Enhancing Event-
based multimodal 
fake news 

CAFÉ 
(2022) 

This model evaluates cross-
modal ambiguity by combining 
cross-modal correlations and 
unimodal features.  

Bert ResNet Cross-model 
Fusion 

Enhanced Cross-
Modal Fusion 
Techniques 

FNR 
(2023) 

Proposes similarity between 
news images and text by 
examining the correlation 
among news articles associated 
with a particular event 

BERT ViT-base Concatenation 
+ Similarity 

To construct and 
utilize user 
network graphs to 
leverage 
relationships 
between users 
and their shared 
news  

MBPAM 
(2023) 

A technique for identifying fake 
news by combining textual and 
visual data, initially employing a 
two-branch approach to capture 
hidden layer details of each 
modality for extracting more 
valuable features 

BERT ResNet  Bilinear 
pooling 
method 

To incorporate 
social subject 
information and 
merge textual 
data with multiple 
images. 

EANBS 
(2024) 

This model integrates event-
based adversarial networks with 
multimodal networks to learn 
the associations between modal 
features and events. 

Bert, 
TextCNN 

VGG19 Concatenation To investigate the 
incorporation of 
video information 
features. 
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3.6 Results Analysis 
 

This section presents a comprehensive analysis of the experimental results for the Tri-FND 
framework, highlighting its performance across various models. The results are shown in Tables 4, 5, 
and 6, focusing on both single-modality (textual and visual) and multimodality experiments. 

Table 4 summarizes the performance of different language models on both the Twitter and Weibo 
datasets. BERT-base achieves moderate accuracy on the Twitter dataset, while Conv-Bert-base shows 
improvement with higher accuracy and recall for fake news. Electra-small stands out with the highest 
accuracy, precision, and F1 score on Twitter, indicating notable performance. 

For Weibo Dataset, BERT-Chinese achieved the highest performance with an accuracy of 0.90. 
Conv-BERT-base achieved a lower performance with an accuracy of 0.75. XLM-base achieved an 
accuracy of 0.78. RoBERTa-base matches XLM-base’s performance with an accuracy of 0.79. BART-
base shows strong results with an accuracy of 0.81. Electra-large achieved the highest accuracy, 
following the Bert model for this dataset with an accuracy of 0.87. Additionally, it demonstrated a 
strong F1-score, attaining 0.86 for fake news and 0.88 for real news. 

Table 5 evaluates the performance of vision models on both the Twitter and Weibo datasets. ViT-
base achieves an accuracy of 0.60 on the Twitter dataset, with the highest recall for real news. Swin-
base demonstrates significant improvement with an accuracy of 0.62. DeiT-small achieves the highest 
accuracy of 0.72 and exhibits a better F1-score for both fake and real news. ConvNeXtV2 emerges as 
the best performer with an accuracy of 0.74, the highest recall for fake news, and notable F1 scores 
for both fake and real news. 

For the Weibo dataset, the ViT-base shows moderate performance with an accuracy of 0.82. 
Swin-base is the best performer in this dataset with an accuracy of 0.89 and the highest F1-score of 
0.87 and a recall of 0.89 for fake news. PVT-tiny achieved an accuracy of 0.84 and an F1-score of 0.83 
for fake news and 0.85 for real news, NesT-base achieved an accuracy of 0.88 but the highest 
precision with 0.91 for fake news and the highest precision and recall with 0.89 and 0.90 for real 
news. DeiT-small achieved the highest recall for real news with 0.94. ConvNeXtV2 exhibited the 
lowest performance, with an accuracy of 0.77, and balanced precision, recall, and F1 score for both 
real and fake news. Despite this, its potential as an effective encoder for multimodal learning will be 
discussed in subsequent sections. 

Table 6 presents the multi-modal experimental methods used in Tri-FND. The performance of 
multimodal models that combine text and image data using various encoders on both the Twitter 
and Weibo datasets. Electra-small + ConvNeXtV2 + CLIP emerges as the top performer on the Twitter 
dataset, achieving an accuracy of 0.90 and excelling across other metrics. Integration of the CLIP 
model notably enhances semantic alignment between the two modalities. On the Weibo dataset, 
Electra-large + ConvNeXtV2 + CLIP stands out as the top performer, achieving an accuracy of 0.93 and 
balanced F1-scores for both fake and real news, indicating optimal performance. For experimental 
comparison, results are listed in Table 7 and the baseline models used for comparison are discussed 
in the literature review section and Table 3.  
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Table 4 
Language models result for the Twitter and Weibo test set 
Text Modality Model Accuracy                     Fake News                  Real News 

Twitter 
Dataset 

  Precision Recall F1-
Score 

Precision Recall F1-Score 

BERT-B 0.63 0.66 0.67 0.66 0.59 0.59 0.59 

Conv-Bert-B 0.64 0.67 0.68 0.67 0.60 0.58 0.59 

XLM-B 0.58 0.63 0.58 0.60 0.53 0.57 0.55 

RoBERTa-B 0.58 0.65 0.54 0.59 0.53 0.64 0.58 
BART-B 0.54 0.64 0.40 0.49 0.50 0.72 0.59 

Electra-S 0.65 0.75 0.61 0.67 0.65 0.61 0.63 

Weibo Dataset 

BERT-Chinese 0.90 0.93 0.86 0.89 0.87 0.93 0.90 

Conv-Bert-B 0.75 0.78 0.70 0.74 0.73 0.81 0.76 

XLM-B 0.78 0.82 0.73 0.77 0.75 0.84 0.79 

RoBERTa-B 0.79 0.86 0.70 0.77 0.74 0.89 0.81 

BART-B 0.81 0.84 0.76 0.80 0.78 0.86 0.82 

Electra-L 0.87 0.91 0.82 0.86 0.83 0.92 0.88 

 
Table 5 
Vision models result for the Twitter and Weibo test set 
Image Modality Model Accuracy                      Fake News                 Real News 

Twitter Dataset 

  Precision Recall F1- 
Score 

Precision Recall F1 - Score 

ViT-B 0.60 0.75 0.42 0.54 0.54 0.83 0.65 

Swin-B 0.62 0.76 0.46 0.57 0.55 0.82 0.66 

PVT-T 0.56 0.67 0.41 0.51 0.51 0.75 0.61 

NesT-B 0.57 0.70 0.40 0.51 0.52 0.79 0.62 

DeiT-S 0.72 0.77 0.70 0.73 0.66 0.74 0.70 

ConvNeXtV2 0.74 0.75 0.79 0.77 0.72 0.67 0.77 

Weibo Dataset 

ViT-B 0.82 0.78 0.83 0.81 0.86 0.82 0.84 

Swin-B 0.89 0.85 0.89 0.87 0.91 0.87 0.89 

PVT-T 0.84 0.79 0.86 0.83 0.88 0.82 0.85 

NesT-B 0.88 0.91 0.83 0.86 0.89 0.92 0.90 

DeiT-S 0.83 0.90 0.68 0.78 0.79 0.94 0.86 

ConvNeXtV2 0.77 0.76 0.80 0.78 0.79 0.74 0.77 

 
Table 6 
Multimodal model for fake and real class for the Twitter and Weibo test set 
Multimodal Text 

Encoder 
Image 
Encoder 

CLIP Accuracy                     Fake News                    Real News 

Twitter 
Dataset 

    Precision Recall F1-
Score 

Precision Recall F1-
Score 

Bert Swin-B - 0.78 0.76 0.86 0.81 0.80 0.68 0.73 
ConvBert Swin-B - 0.83 0.80 0.92 0.86 0.88 0.73 0.80 
Electra-S Swin-B CLIP 0.86 0.83 0.95 0.86 0.92 0.76 0.85 
Electra-S ConvNexTV2 CLIP 0.90 0.90 0.91 0.91 0.89 0.88 0.89 

Weibo 
Dataset 

Bert Swin-B - 0.89 0.91 0.87 0.89 0.87 0.91 0.89 
Electra-L Swin-B - 0.90 0.89 0.91 0.90 0.90 0.89 0.90 
Electra-L Swin-B CLIP 0.93 0.93 0.93 0.93 0.93 0.93 0.93 
Electra-L ConvNexTV2 CLIP 0.93 0.93 0.94 0.93 0.94 0.93 0.93 
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Table 7 
Presents a comparison with baseline models for the Twitter and Weibo test set 
Dataset Model Accuracy                  Fake News                     Real News 

Twitter 
 

  Precision Recall F1-Score Precision Recall F1-Score 

Att-RNN 0.68 0.78 0.61 0.68 0.60 0.77 0.67 
EANN 0.69 0.75 0.58 0.65 0.62 0.76 0.69 
MVAE 0.74 0.80 0.71 0.75 0.68 0.77 0.77 
SpotFake++ 0.79 0.79 0.82 0.81 0.78 0.74 0.76 
MCAN 0.80 0.88 0.76 0.82 0.73 0.87 0.79  
CARMN 0.74 0.85 0.61 0.71 0.67 0.88 0.76 
CAFE 0.80 0.80 0.79 0.80 0.80 0.81 0.80 
FNR 0.78 0.78 0.85 0.82 0.79 0.71 0.75 
MBPAM 0.86 0.83 0.75 0.79 0.88 0.92 0.90 
EANBS  0.86 0.85 0.88 0.86 0.88 0.84 0.86 

 Tri-FND (Ours) 0.90 0.90 0.91 0.91 0.89 0.88 0.88 

Weibo 

Att-RNN 0.78 0.86 0.68 0.76 0.73 0.89 0.81 
EANN 0.81 0.89 0.66 0.76 0.77 0.93 0.85 
MVAE 0.82 0.85 0.76 0.80 0.80 0.87 0.83 
SpotFake++ 0.87 0.88 0.84 0.86 0.85 0.89 0.87 
MCAN 0.89 0.91 0.88 0.90 0.88 0.90 0.89 
CARMN 0.85 0.89 0.81 0.85 0.81 0.89 0.85 
CAFE 0.84 0.85 0.83 0.84 0.82 0.85 0.83 
FNR 0.87 0.87 0.89 0.88 0.88 0.87 0.88 
MBPAM 0.90 0.94 0.87 0.90 0.86 0.94 0.90 
EANBS  0.89 0.87 0.91 0.89 0.90 0.88 0.89 
Tri-FND (Ours) 0.93 0.93 0.94 0.93 0.94 0.93 0.93 

 
3.7 Discussion 
 

The results demonstrate that integrating multimodal data significantly improves fake news 
detection compared to single-modality approaches, with models utilizing the CLIP architecture 
showing superior accuracy and balanced precision across both Twitter and Weibo datasets. Weibo 
dataset performance is generally higher, indicating potential benefits from its specific characteristics. 
Insights from language and vision models suggest Electra-S and BERT-Chinese perform well on Twitter 
and Weibo, respectively, while ConvNeXtV2 excels on Twitter and Swin-base and ConvNeXtV2 leads 
on Weibo. Combining Electra with ConvNeXtV2 achieves the best overall performance, underscoring 
the advantage of integrating text and image data. Advanced transformer-based models combined 
with powerful image encoders offer superior fake news detection across platforms and modalities. 
Figures 4 and 5 illustrate the ROC curve for both datasets on the test set, achieving a score of 0.91 
for the English dataset and 0.98 for the Chinese dataset. Furthermore, the results derived from the 
confusion matrix for the test sets, depicted in Figures 6 and 7, indicate 496 false positives (FP), 53 
false negatives (FN), 49 true negatives (TN), and 391 true positives (TP) for the English dataset. For 
the Chinese dataset, the figures are 935 false positives (FP), 75 false negatives (FN), 64 true negatives 
(TN), and 920 true positives (TP).  
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Fig. 4. Illustrates the ROC Curve on the Twitter 
test set 

Fig. 5. Illustrates the ROC Curve on the Weibo 
test set 

  
Fig. 6. Confusion matrix of the Twitter dataset 
on the test set 

Fig. 7. Confusion matrix of The Weibo dataset 
on the test set 

 
3.8 Ablation Study 
 

An ablation study was conducted to determine the most beneficial data modality, justify the use 
of a multi-modal approach, and evaluate the inclusion of CLIP in the Tri-FND model. Initially, each 
modality was utilized and tested independently. Subsequently, the modalities were combined, and 
the effectiveness of a multi-modal approach for fake news detection was analyzed.  

The data presented in Table 8 on the Twitter dataset highlights that due to the concise, imprecise, 
and often inappropriate language used in tweets, individual tweet analysis alone is less accurate, with 
image analysis performing better. However, combining both modalities leads to improved outcomes, 
indicating that they compensate for each other's weaknesses. Further enhancements are observed 
when integrating the Clip model, which examines the text-image semantic alignment. In contrast, 
Table 8 indicates that images on Weibo lack expressiveness and are susceptible to manipulation, 
which facilitates the dissemination of fake information. Consequently, relying exclusively on visual 
analysis proves ineffective for detecting fake news. In contrast, text analysis demonstrates superior 
performance in this context. Nonetheless, the integration of both modalities results in a significant 
improvement in detection performance, highlighting their complementary nature. Furthermore, 
considering the relationship between text and images using the CLIP model further enhances the 
accuracy. 
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Table 8 
Ablation study on the Twitter and Weibo datasets 
Dataset Method Accuracy AUC 

Twitter 

Text 0.65 0.70 
Image 0.74 0.79 
CLIP 0.75 0.82 
Text + Image 0.74 0.83 
Text + Image + CLIP 0.90 0.91 

 Text 0.87 0.91 
Weibo Image 0.77 0.84 
 Chinese CLIP 0.92 0.96 
 Text + Image 0.89 0.95 
 Text + Image + CLIP 0.93 0.98 

 
4. Conclusion 
 

In conclusion, this paper introduces Tri-FND, a model designed to detect fake news on social 
media by leveraging triplet transformer models. By utilizing state-of-the-art language and vision 
transformers with Contrastive Language-Image Pretraining (CLIP), Tri-FND improves the alignment 
between text and image representations. Experimental results on Twitter and Weibo datasets 
demonstrate Tri-FND's effectiveness, achieving high-performance scores compared to baseline 
models. Future advancements in fake news detection could involve incorporating additional 
modalities and leveraging network graphs of users for improved accuracy. Building public trust in 
fake news detection requires reliable and interpretable machine-learning methods. Therefore, 
employing explainable approaches and providing users with explanations is crucial for enhancing 
detection accuracy. The next steps involve implementing such approaches to further enhance fake 
news detection. 
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