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Drones are unmanned aerial vehicles that can be remotely operated to perform a 
variety of tasks. They have been used in search and rescue operations since the early 
2000s and have proven to be invaluable tools for quickly locating missing persons in 
difficult terrain and environment. In certain cases, automated human detection on 
drone camera feed can help the responder to locate the victims more effectively. In this 
work, we propose the use of a deep learning method called You Only Look Once version 
5, or YOLOv5. The YOLOv5 model is trained using data collected during a simulation of 
search and rescue operations, where mannequins were used to represent human 
victims. Video was acquired using DJI Matrice 300 drone with Zenmuse H20T camera 
which flew around an area with various terrains such as farms, ravines, and river of 
more than 15,000 m2, at a height of 40 meters. The drone used grid, circular and zigzag 
flying patterns, with three different levels of camera zooms, and the data was captured 
on different days and times. The total duration of the video collected at 1080p@30fps 
is 148 minutes 26 seconds. Five pretrained models of YOLOv5 with different 
complexities were trained and tested using this dataset. Results showed that pretrained 
yolov5l6 model delivered the best precision, recall and mAP50 rate at 0.668, 0.303 and 
0.346 respectively. Besides, the experiment also showed that we can improve the 
overall performance by using images acquired at 6x zoom magnification level where 
precision, recall, and mAP50 rate are increased to 0.846, 0.543, and 0.591 respectively. 
yolov5l6 model also delivered an acceptable inference time of 43ms per 1920x1080 
resolution image, thus it can run at a respectable 23fps. 
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1. Introduction 
 
Drones are unmanned aerial vehicles which can fly quickly, maneuver easily, and capable to 

access areas that are difficult or impossible to reach by traditional search and rescue methods. The 
use of drones has revolutionized search and rescue (SAR) operations where they are not only efficient 
but also cost-effective, making it possible to launch multiple searches in a short period of time.  

Furthermore, the use of drones can help reduce the risk of injury to personnel, as well as provide 
better visibility and situational awareness for first responders. Thus, drones have become an 
indispensable tool for search and rescue operations and are transforming the way we respond to 
emergencies. As a matter of fact, drones can be equipped with a variety of sensors, including thermal 
imaging cameras, to quickly locating and rescuing people in difficult and dangerous situations. They 
can also be used to swiftly survey an area to assess the best approach for a rescue operation. 
Furthermore, they can provide video feeds to search and rescue teams, allowing them to quickly 
assess the situation and take the necessary action. Besides, drones are useful also for a wide range 
of tasks, including monitoring crime scenes, spotting marine life, assessing habitat loss, monitoring 
crops, and mapping vegetation [1,2]. This has spurred research including human detection from 
drone, drone computer vision [3], smart search system consisting of autonomous flying drone, search 
algorithms, protocols [4] and can be enhanced with algorithms to detect early forest fire [5]. 

In cases where the drones are used in search and rescue operation that covers a large area, the 
use of automated human detection from drone camera feed is necessary to help the responder locate 
the victims more effectively. Drone camera has been used previously by Al-Naji et al., [6] to remotely 
detect survivors' periodic chest movements that generate cardiopulmonary motion. Eight human test 
subjects and one mannequin in various attitudes were used, and the results indicate that motion 
detection on the body surface of the survivors is probably beneficial for spotting live signals without 
making direct physical contact. 

Mishra et al., [7] suggests a methodology for human detection and activity identification that 
draws inspiration from the pyramidal feature extraction of Single Shot Detector (SSD). When used 
with the suggested dataset, the proposed model achieves 0.98mAP, which is a considerable 
contribution. Additionally, the suggested model outperforms the most recent detection models in 
the literature by 7% when applied to the standard Okutama dataset. Previously, Baeck et al., [8] 
employed mannequin-like dummies and nadir drone images that combines deep learning and 
photogrammetric algorithms to find humans and place them on an overview orthomosaic and 3D 
terrain map with their location. 

Meanwhile, an overall architecture for drone hardware that enables fast exploration of GPS-
denied environment was proposed by Lee et al., [9], including practical methods for victim detection 
by using DJI Matrice 100 drone and utilize LIDAR for global mapping and Intel RealSense for local 
mapping. Similarly, Rizk et al., [10] looked on adding processing units running emergent AI-based 
detectors to UAVs. The suggested system can relay the correct coordinates to the ground station and 
detect people in real time.  

Among recent computer vision methods, You Only Look Once (YOLO) has received a lot of 
attention and it has been successfully used in many computer vision applications. YOLOv5 has been 
successfully used in several drone-assisted applications such as tassel detection in maize using UAV-
based RGB imagery [11], object detection from drone [12], forest fire detection [13], and real-time 
monitoring of isolated places and automatically detecting stranded humans during floods [14]. 
Recently, Lagman et al., [15] proposed a human detection and counting algorithms from drone 
images and thermal cameras based on YOLOv5. Besides, Sruthi et al., [14] incorporates a YOLOv5 
object tracking convolutional neural network method for quicker detection of people, an Open-
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Source autopilot system model, an APM 2.8 multicopter flight controller that effectively stabilizes 
the flight, and an Open-Source autopilot system model. 

YOLO is a real-time object detection system developed by Joseph Redmon, Santosh Divvala, Ross 
Girshick, and Ali Farhadi. The first version of YOLO was published in 2015, called YOLOv1 [16]. It was 
designed to be fast and accurate, able to run in real-time on a standard desktop computer. YOLOv2 
made several improvements over the original YOLO system [17]. It used a modified version of the 
Darknet neural network architecture and was trained on the COCO dataset, which contains 80 object 
classes. YOLOv3 introduced several important improvements over the previous versions [18]. It used 
a new neural network architecture called "Darknet-53" and was trained on the COCO dataset. It also 
introduced several techniques to improve the speed and accuracy of the model, including multi-scale 
predictions and a new loss function called "focal loss." YOLOv4 was published in 2020 [19] and made 
further improvements to the model architecture and training techniques. YOLOv5 then introduced 
several new features and improvements over the previous versions. 

In this work, YOLOv5 is proposed to be used to detect human from drone aerial images during a 
simulation of search and rescue operations. Mannequins are used as substitute to human, and they 
are scattered around the search and rescue area. The collected aerial images are then used to train 
YOLOv5 with variations in terms of different magnification levels and drone flying patterns to prove 
its effectiveness in detecting human in a challenging research area. As a result, the used of automated 
human detection in drones in search and rescue operations has several advantages over traditional 
search methods. For example, drones can cover large areas much more quickly than human search 
teams, and they can do so without putting additional people at risk. Drones can also operate in 
hazardous or hard-to-reach areas, such as steep mountain terrain or areas affected by natural 
disasters. 

 
2. Methodology  

 
In this section, the methods used in this work are described, including the data collection, data 

processing and labelling, modelling and training of YOLOv5 models, as well as the performance 
metrics used to evaluate the results. 

 
2.1 Data Collection 

 
The data used in this work has been collected on 9th November – 11th November 2021 at Pulau 

Sebang 78000 Alor Gajah, Melaka (GPS coordinate: 2.457139, 102.257239). The exact location is 
shown in Figure 1, within the blue shaded region. The surface of the area is around 15,000 m2 where 
the terrain includes farms, ravines, and rivers. The data collection was performed during a search and 
rescue simulation activity in collaboration between Universiti Teknologi MARA, Institut Perubatan 
Forensik Negara (IPFN), Angkatan Pertahanan Awam Malaysia (APM) and Aerodyne. In this 
simulation, similar to Baeck et al., [8], mannequins are used to represent human victims, scattered 
around the area. 
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Fig. 1. The satellite image view showing the area 
used for data collection 

 
DJI Matrice 300 drone was used to scour the area to look for victims and the location of the victim 

was then transmitted to the rescuers. The drone is flying roughly 40m above the ground and it was 
equipped with Zenmuse H20T camera which is used to capture the aerial view of the search area. 
The specification of the camera is given in Table 1. 

 
 Table 1 
 Zenmuse H20T camera specification 

Sensor 1/1.7" CMOS, 20 MP 

Lens DFOV: 66.6°-4° 
Focal length: 6.83-119.94 mm (equivalent: 31.7-556.2 mm) 
Aperture: f/2.8-f/11 (normal), f/1.6-f/11 (night scene) 
Focus: 1 m to ∞ (wide), 8 m to ∞ (telephoto) 

Resolution 3840x2160@30fps, 1920x1080@30fps 

 
To perform the data collection process, the drone must fly around the search area by performing 

three types of flying patterns, which are grid flying pattern, circular flying pattern, and zigzag flying 
pattern. The flying patterns are shown in Figure 2. The flight distance is between 600 to 800 meters 
and the time taken to perform a single flight over the search area is between 5-6 minutes. While 
flying, the drone will capture the video at 3 different levels of magnification – no zoom, 2x zoom and 
6x zoom. The videos are recorded by the drone in 1920x1080@30fps format resolution where the 
total duration of captured video is 148 minutes 26 seconds. 
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(a) Grid flying pattern (b) Circular flying pattern 

 
(c) Zigzag flying pattern 

Fig. 2. The flying patterns (a) grid flying pattern, (b) circular flying pattern and (c) zigzag flying pattern used 
by the drone during data collection 

 
Once the videos are collected, the next process is to extract image frames from the videos. We 

define sampling frequency of 1 frame per second that will allow us to extract a single image every 
second. For example, for a 30-second video, we can get 30 still images. This is sufficient considering 
that the drone was not flying fast and the transition of focus area between images happened slowly. 
The videos are divided into 5 datasets and the details of the dataset including total size, total 
duration, number of images and the date taken are given in Table 2. Examples of no zoom, 2x zoom 
and 6x zoom images are shown in Figure 3. 

 
 Table 2 
 Detailed description of collected data in this work. 

Dataset Flying Patterns Magnification levels Total Size Total Duration # Images Date Taken 

Circle-1 Circle No zoom, 2x, 6x 4.86GB 22min 26sec 1348 09/11/2021 
Grid-1 Grid No zoom, 2x, 6x 8.45GB 39min 00sec 2343 09/11/2021 
Grid-2 Grid No zoom, 2x, 6x 5.47GB 25min 14sec 1519 10/11/2021 
Grid-3 Grid No zoom, 2x, 6x 3.68GB 16min 58sec 1018 10/11/2021 
Zigzag-1 Zigzag No zoom, 2x, 6x 9.74GB 44min 58sec 2698 09/11/2021 
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(a) No zoom (b) 2x zoom 

 
(c) 6x zoom 

Fig. 3. Sample images showing the difference between aerial images taken with different zoom magnification 
levels at no zoom, 2x zoom and 6x zoom 

 
2.2 Data Processing and Labeling 

 
In total we manage to collect 32.2GB worth of videos, with a total of 8926 images extracted from 

the videos. The next step would be to label the subjects in the image to be used in our model training. 
The labeling process was carried out using Label Studio (https://labelstud.io/) which is a python-
based open-source data annotation tool. Example of labelled data is shown in Figure 4. In total we 
have labelled 5,210 images. Out of these images 1,586 images contain our subjects (mannequins) 
and 3,624 images only contain background. Distribution of dataset used for training and validation 
of our models is shown in Table 3. According to Table 3, Circle-1 and Grid-1 dataset is used as training 
dataset, while Grid-2 is used as test dataset. Grid-3 and Zigzag-1 datasets are unlabeled and are used 
as inference datasets. 
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Fig. 4. Example of labelled instances showing the bounding box around the subject mannequin 

 
Table 3 
Distribution of dataset used in this work 
Dataset # Images # Positive Images Training/Test 

Circle-1 1348 860 Training 
Grid-1 2343 576 Training 
Grid-2 1519 150 Test 
Grid-3 1018 unlabelled Inference  
Zigzag-1 2698 unlabelled Inference  

 
2.3 YOLOv5 Training and Modelling 

 
YOLOv5 has five different models called yolov5n, yolov5s, yolov5m, yolov5l and yolov5x. These 

models are built with the same components; however, they differ in the complexity of the model 
which is determined by times of module execution and the numbers of convolution kernels. In this 
work, five pre-trained YOLOv5 variants are used that accepts input size of 1280 pixels and the number 
of parameters is shown in Table 4. The overview of YOLOv5 architecture is given in Figure 5. 

The core of the YOLOv5 architecture is a series of downsampling layers, which are used to reduce 
the spatial resolution of the input image while increasing the number of feature maps. This is done 
by using convolutional layers with a stride of 2, which effectively reduces the spatial dimensions of 
the input by half. After the downsampling layers, the feature maps are passed through a series of 
residual blocks, which are used to increase the representational capacity of the model. Each residual 
block is composed of two 3x3 convolutional layers, with a ReLU activation function applied after the 
first convolutional layer. The feature maps are then upsampled back to the original resolution using 
a series of upsampling layers. Finally, a series of convolutional layers are used to predict the bounding 
boxes and class probabilities for each object in the image. 

Based on Figure 5, there are three prediction heads used by YOLOv5 to detect large, medium, and 
small objects respectively. The same head as YOLOv3 and YOLOv4 is used by YOLOv5. It is made up 
of three convolution layers that forecast where the bounding boxes (x, y, height, and width), scores, 
and object classes will be. Besides, the model neck is used to extract feature pyramids. This helps the 
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model to generalize well to objects on different sizes and scales. A feature pyramid network called 
PANet was utilized in YOLOv4 to enhance information flow and aid in the accurate localization of 
pixels for the purpose of mask prediction. This network has been changed in YOLOv5 by 
implementing the CSPNet approach. 
 

 Table 4 
 Number of parameters in YOLOv5 pre-trained models 

YOLOv5 models yolov5n6 yolov5s6 yolov5m6 yolov5l6 yolov5x6 
#Parameters (M) 3.5 12.6 35.7 76.8 140.7 

 

 
Fig. 5. The overview of YOLOv5 architecture 

 
Additionally, YOLOv5 adopts the structure of PANet. First, the feature map is downsampled to 

reduce its size. Increasing the dimension after scaling also makes it easier to extract deep features 
through C3 layers and conv3 layers are used to change channels of the input feature maps. Then up 
sampling the feature map and enlarge the feature size. In this process, feature maps of the same size 
during down sampling are spliced in dimension. Finally, the feature map is down sampling again and 
the output feature map will be detected. This structure (PANet) is helpful for feature fusion of 
different detection layers. 

 
2.4 Performance Evaluation Metrics 

 
Performance metrics are used to evaluate machine learning models because they provide a way 

to measure how well the model is performing. They help us to understand the strengths and 
weaknesses of a model and can be used to compare different models to determine which one is the 
best. Without performance metrics, it would be difficult to know whether a model is improving or 
not, or whether one model is better than another. To ensure that the evaluation is correct, the right 
performance metrics must be used. However, evaluation metrics differ from work to work, often 
making their comparative assessment confusing and misleading [20]. Due to the scope of the 
implementation of our work, we chose to use precision, recall, mAP50 and mAP50:95 as our 
evaluation metrics. 
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Precision refers to the percentage of correct positive predictions made by the model out of all 
the positive predictions it made. It is a measure of how well the model can identify relevant objects. 
Recall, on the other hand, is the percentage of correct positive predictions made by the model out of 
all the relevant objects in the dataset. It is a measure of the model's ability to find all relevant cases 
[20]. To compute precision and recall, we must determine from each detected bounding box to be 
classified as 

 
i. True positive (TP): A correct detection of a ground-truth bounding box. 

ii. False positive (FP): An incorrect detection of a non-existing object or a misplaced 
detection of an existing object. 

iii. False negative (FN): An undetected ground-truth bounding box. 
 

Precision and recall can be calculated from Eq. (1) and Eq. (2) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
             (2) 

 
The average precision (AP) is a performance metric that evaluates the precision-recall trade-off 

of a model. It is based on the area under a precision-recall curve that has been modified to remove 
the zig-zag pattern that can occur due to variations in the model's confidence levels. AP provides a 
single value summary of the model's performance on the task of predicting bounding boxes such as 
used in PASCAL Visual Object Classes (VOC) Challenge [21]. mean average precision (mAP) refers to 
average AP over all classes as shown in Eq. (3). mAP50 on the other hand denotes average mAP over 
different IoU thresholds, from 0.5 to 1.0 where a detection is considered as a TP only if its IoU is larger 
than 0.5. Similarly, mAP50:95 takes the average of mAP over different IoU thresholds, from 0.5 to 
0.95, with a step of 0.05 [22, 23]. This puts significantly larger emphasis on localization compared to 
the PASCAL VOC metric which only requires IoU of 0.5 [24] . 
 

𝑚𝐴𝑃 =  
1

𝐶
∑ 𝐴𝑃𝑖

𝐶
𝑖=1              (3) 

 
3. Results and Discussions  

 
In this section, we discuss the results of human detection using YOLOv5 variants, namely 

yolov5n6, yolov5s6, yolov5m6, yolov5l6 and yolov5x6 as described earlier. The experiments were 
conducted specifically to evaluate YOLOv5 models and find the best performing model in terms of 
precision, recall and inference time. Then, the best model is used to evaluate the detection 
performance using aerial images with different zoom magnification levels. Firstly, YOLOv5 models 
are trained using the labelled data from the Circle-1 and Grid-1 datasets. These datasets include 
videos with different zoom magnification levels. The yolov5n6, yolov5s6, yolov5m6, yolov5l6 and 
yolov5x6 models are trained using the training parameters defined in Table 5. The training 
performance for the models is shown in Figure 6. 
 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 30, Issue 3 (2023) 222-235 

231 
 

  Table 5 
  Training parameters used in YOLOv5 training 

Training parameters Value 

Image size 1920 
Epoch 16 
Batch size 2 
Learning Rate 0.01 
Momentum 0.937 
Weight decay 0.0005 
Optimizer Stochastic Gradient Descent (SGD) 

 

  
(a) (b) 

Fig. 6. Training performance in terms of (a) precision and (b) recall over increasing epochs during YOLOv5 
training based on different model variants 

 
According to Figure 6, the precision and recall rates for all models started to increase significantly 

during epoch 2. The initial precision and recall at epoch=1 however depend on the complexity of the 
model, where yolov5l6 started with the highest precision and recall both at 0.78 and yolov5n6 started 
with the least precision and recall at 0.41 and 0.58 respectively. In general, all models reached the 
maximum precision and recall at epoch=10. Figure 7 shows the mAP50 score for all trained models 
based on epoch=1, epoch=10 and epoch = 16. Based on this figure, yolov5l6 and yolov5 started with 
higher initial mAP50 compared to other models. Like precision and recall, mAP50 scores for all 
models reached maximum score by epoch=10. Subsequently, all models are tested using unseen test 
dataset which is Grid-2 dataset. Grid-2 dataset is a challenging test dataset since the Grid-2 dataset 
is collected on different day, and the locations of the mannequins in this dataset are completely 
different from those used in training. The results are tabulated in Table 6. 

According to Table 6, yolov5l6 gives the best precision, recall, mAP50 and mAP50:95 at 0.668, 
0.303. 0.380 and 0.247 respectively. Despite having more parameters and higher complexity, 
yolov5x6 delivers lower performance compared to yolov5l6 model. As expected, yolov5n6 with the 
least number of parameters gives the worst performance and the fastest inference time at 22 s total 
inference time, or 14ms inference time per image. yolov5x6 model on the other hand has slowest 
inference time with 129 s total inference time, or 84ms inference time per image. yolov5l6 model 
gives total inference time of 66 s, where the inference time per image is 43ms. For reference, to 
achieve a 30fps video, a frame should be processed every 33ms. Thus, yolov5l6 model has just slightly 
higher processing time per frame, allowing the video to run at roughly 23fps which is sufficiently 
quick for real-time applications. Since yolov5l6 model has the highest performance and reasonable 
inference time, this model is used in the next experiment. 
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Fig. 7. The mAP50 scores for all trained YOLOv5 models 

 
Table 6 
The detection performance of variants of YOLOv5 models 
Model Precision Recall mAP50 mAP50:95 Inference time 

Total (s) Image (ms) 

yolov5x6 0.631 0.298 0.346 0.232 129 84 
yolov5l6 0.668 0.303 0.380 0.247 66 43 
yolov5m6 0.506 0.246 0.280 0.172 46 30 
yolov5s6 0.597 0.273 0.343 0.197 28 18 
yolov5n6 0.428 0.297 0.250 0.140 22 14 

 
Using yolov5l6 model, we evaluate the detection performance on images acquired from different 

type of videos captured under different zoom magnification levels, namely no zoom, 2x zoom and 6x 
zoom. This is important to determine which magnification level is more suitable to be used by the 
drone to get the best detection performance from the model. According to Figure 8, we showed that 
the yolov5l6 model performance can be improved by using images with higher magnification levels. 
The highest overall performance is achieved by 6x zoom images whereas no zoom gives the worst 
performance. The precision for 6x zoom is 0.846 compared to no zoom which is 0.572 while the recall 
for 6x zoom is 0.543 and the recall for no zoom is 0.258. Similarly, the highest mAP50 and mAP50:95 
is obtained when using 6x zoom that is 0.591 and 0.428 respectively. Additionally, Figure 9 shows the 
samples of prediction made by yolov5l6 model to detect the location of subject mannequin. 
Successful detections are shown in red bounding box, whereas misdetection is highlighted in blue 
bounding box. 

According to Figure 9, we can observe that there are several instances of false negatives where 
mannequins are not detected. There are several possible reasons for this including obstructions and 
occlusions, deformed mannequins shape, viewing angle and background contrast. However, since 
the model also works with video, the detection would continuously run and the drone flies around 
the area, there is also a possibility that the undetected mannequins get detected in the subsequent 
frames. Besides that, it is apparent from the sample images, there are no false positives predicted. 
For readers who are interested to see the prediction applied on a real-time video, sample of inference 
video using yolov5l6 model applied one video from Zigzag-1 dataset with 2x zoom magnification can 
be accessed directly from this online video. 
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Fig. 8. Detection performance of yolov5l6 on Grid-2 test 
dataset using different magnification levels  

 

  

  
Fig. 9. Sample of images showing the successful detection by yolov5l highlighted by red boxes. Blue boxes on 
the other hand show several instances of misdetections (false negatives) 

 
4. Conclusions 

 
The work presented here proposed a deep learning method called You Only Look Once version 5, 

or YOLOv5 as a human detector which can be used to assist in search and rescue operations, by 
providing drones with automated human detection capability to help locate victims quicker. Based 
on experiments using data collected during a simulation of search and rescue operations, a variant 
of YOLOv5 model called yolov5l6, produced the best performance. This model delivered overall test 
precision, recall and mAP50 rate at 0.668, 0.303 and 0.346 respectively. We have also shown that 
using images acquired from video with 6x zoom magnification can significantly improve the model 
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performance. The model performance was improved such that precision, recall, and mAP50 rate 
were increased to 0.846, 0.543, and 0.591 respectively. Another important factor to consider for a 
successful application of the model is the inference time. We showed that the best model has 43ms 
inference time per image which is sufficient to allow the video to run at 23fps. From the experiment, 
we can also conclude that there is still a lot of room for improvement if we were to get higher 
detection performance, with less false detections and miss detections. For a critical mission such as 
search and rescue, higher performance should be expected to ensure that the victims can be located 
and rescued immediately. Thus, for future work we are looking into other approaches such as vision 
transformer and ensembles of detectors to improve the overall performance. 
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