Hybrid Mahalanobis Taguchi System with Binary Whale Optimisation Feature Selection for the Wisconsin Breast Cancer Dataset
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ARTICLE INFO

ABSTRACT

The Mahalanobis-Taguchi System (MTS) is a statistical approach used in breast cancer research to facilitate early detection and promote efficient treatment. The technique analyses mammogram images for significant features using a multivariate statistical analysis technique. It combines the Mahalanobis distance (MD) and Taguchi's method to determine the differences between benign and malignant samples. While orthogonal array (OA) has been widely used in MTS, it has been criticised for providing suboptimal results due to insufficient coverage of feature combinations during the feature optimisation process. To address this issue, the Binary Whale Optimisation Algorithm (BWOA) is proposed as an improved search algorithm for MTS. This paper aims to develop a novel hybrid method that enhances the efficiency of the Mahalanobis Taguchi System (MTS). The performance of feature selection ability due to different MTS hybrid algorithms were also compared. BWOA simulates the hunting behaviour of humpback whales and works by exploring new regions of the solution space, gradually narrowing the search space, and fine-tuning the solution. MTS-BWOA demonstrated its enhanced capability in feature optimisation compared to traditional MTS methods and has the potential to be applied in other medical imaging domains.

1. Introduction

In computational biology, feature selection is critical as it assists researchers in analyzing the collected data on patient conditions, enabling accurate treatment decisions [1]. In the medical treatment of breast cancer, the Mahalanobis Taguchi System (MTS) has emerged as a common and effective approach for feature selection [2–5]. MTS uses a multivariate statistical analysis technique that combines the Mahalanobis Distance (MD) and Taguchi's method to determine the significant features in the mammogram images. The technique involves creating a statistical model based on a database of mammogram images, which includes both benign and malignant samples.
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The MTS method analyses feature of the mammogram images such as clump thickness, uniformity of cell size and shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, mitoses, and tumor type to identify the differences between the benign and malignant samples [6]. The MD is used to measure the distance of the targeted observation from the center of the multivariate benign samples. Meanwhile, for Taguchi’s method, orthogonal array (OA), signal-to-noise ratio (SNR) and gain are used to identify the critical features and reduce the impact of the non-critical features [7–11].

Despite prevalent applications of OA in MTS, they have been criticized for their inconsistency in producing optimal results [12–14]. This drawback is due to insufficient coverage of feature combinations, leading to missing pieces during the feature optimisation process. Orthogonal arrays are designed for simultaneous testing on multiple factors and levels with a minimum possible number of experimental runs. Although OA can reduce the time and cost of experimentation, it may not guarantee the best results. In some samples, conducting additional experiments or increasing the number of runs may be necessary to obtain more accurate results [15].

Another shortcoming of OA is its limited range of factors that can be tested, as they are typically designed to accommodate a fixed number of factors and levels [16,17]. In other words, if a new factor or level needs to be tested, the entire array may need to be redesigned, which can be time-consuming and expensive [18].

Hence, in order to boost performance, Taguchi et al., [10] and Jugulum et al., [19] suggested that the MTS methodology be improved with a better search algorithm. Woodall et al., [11] also reviewed MTS and concluded that another feature selection technique could replace OA [20,21].

In the existing literature, artificial intelligence (AI) approaches which are commonly utilized for feature selection include genetic algorithms (GA), particle swarm optimisation (PSO), bee algorithms (BA) and many more [22]. These algorithms have been further hybridized with MTS, such as MTS-GA, MTS-PSO, Random Binary Search (RBS)-MTS, and MTS-BA [18,23,24]. Although these hybrid approaches have shown promise, they also possess inherent weaknesses. These algorithms and their hybrids suffer from the necessity of tuning multiple parameters to achieve optimal results. Determining the appropriate values for these parameters can be challenging and time-consuming, often necessitating extensive experimentation or domain expertise. Extra complexity and an increased likelihood of suboptimal settings will be incurred if the parameter-tuning process is not meticulously handled.

Moreover, these hybrid optimisation algorithms have been observed to suffer from the problem of becoming trapped in local optima. This issue can significantly cripple the algorithm’s effectiveness in finding the optimal solution. When an algorithm gets stuck in a local optimum, it cannot explore the search space beyond that point, thereby missing out on better solutions that may exist elsewhere. As a result, the algorithm may converge to a suboptimal solution, limiting its potential effectiveness in certain scenarios. This drawback raises concerns about the algorithm’s reliability and ability to guarantee the best solution for the given problem.

In this paper, a hybrid approach was proposed by combining the Binary Whale Optimization Algorithm (BWOA) with the Mahalanobis-Taguchi System (MTS). The main objective of this study is to develop a new approach: MTS-BWOA, to solve the OA issues mentioned earlier. The study focuses on comparing the abilities of different hybrid MTS algorithms in finding the best solution, evaluating the feature reduction rate, and analyzing the system’s gain and variability range reduction. These comparisons demonstrated the effectiveness of feature reduction, highlighting the hybrid approach’s potential in overcoming optimisation challenges and enhancing performance.

BWOA is a metaheuristic optimisation algorithm inspired by the hunting behavior of humpback whales [25]. It is a variant of the Whale Optimization Algorithm (WOA) specifically designed to solve
optimisation problems with binary variables. BWOA has been successfully applied in a wide range of optimisation problems, such as feature selection, image segmentation, and pattern recognition [26–28].

BWOA works by mimicking the hunting behavior of humpback whales, which involves three main steps: searching for prey, encircling the prey, and attacking the prey. In BWOA, these steps are represented by three main operators: search operator, encircling operator, and attacking operator. The algorithm will explore new regions of the solution space, then gradually narrow the search space, fine-tune the solution, and improve accuracy [29,30]. BWOA also helps to introduce additional diversity into the population and prevent the algorithm from getting stuck in local optima by randomly flipping the binary values [31].

In a nutshell, Mahalanobis-Taguchi System Binary Whale Optimization Algorithm (MTS-BWOA) has demonstrated superior performance in the Wisconsin Breast Cancer case study by providing an improved feature optimisation compared to traditional MTS methods. The comparison between MTS and MTS-BWOA involved evaluating appearance time, feature reduction rate, number of selected features, computational time, gain, and variability range reduction. The promising results suggested that MTS-BWOA has the potential to be applied in other medical imaging domains, providing a useful tool for diagnosing a range of medical complications.

2. Methodology
2.1 Mahalanobis Taguchi System

MTS has been applied in fault condition identification, product analysis, risk prognosis, and assisting decision-making. It has been proven to be a successful method used for classification and feature selection in various studies [11,20,32,33]. The system starts with constructing Mahalanobis Space (MS) by determining MD for benign sample cases, followed by validation of malignant samples using mean, standard deviation, and correlation structure of features in MS. Eventually, the optimized feature can be identified using OA.

Step 1: Construct MS. The first step is to collect and remove any outliers and missing data. Subsequently, only benign samples are filtered out from the database to build the benign samples table. The benign samples Data$_{ij}$ have a $j^{th}$ observation in a sample of size $n$ with ith features in size $k$ as described in Table 1 below where $i$ equals 1, 2, 3, ..., $k$ while $j$ equals 1, 2, 3, ..., $n$.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign samples table</td>
</tr>
<tr>
<td>Feature$_{i}$</td>
</tr>
<tr>
<td>Observation$_{1}$</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Observation$_{i}$</td>
</tr>
</tbody>
</table>

Next, the benign dataset is transformed into a standardized dataset table by calculating the mean $\bar{x}_i$ using Eq. (1), the standard deviation $S_i$ using Eq. (2) and the standardised data to $Z_{ij}$ using Eq. (3).

$$\bar{x}_i = \frac{1}{n} \sum_{j=1}^{n} Data_{ij}$$ (1)
\[ S_i = \sqrt{\frac{1}{n-1} \sum_{j=1}^{n} (\text{Data}_{ij} - \bar{x}_i)^2} \] (2)

\[ Z_{ij} = \frac{\text{Data}_{ij} - \bar{x}_i}{S_i} \] (3)

Once the standardized value \( Z_{ij} \) is calculated for all the data, a new standardized sample data table should resemble Table 2.

<table>
<thead>
<tr>
<th>Observation</th>
<th>Feature_1</th>
<th>...</th>
<th>Feature_k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z_1</td>
<td>...</td>
<td>...</td>
<td>Z_k</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Z_n</td>
<td>...</td>
<td>...</td>
<td>Z_n</td>
</tr>
</tbody>
</table>

Table 2

Standardized data table

Before calculating \( MD \), it is essential to calculate the correlation matrix beforehand. The correlation matrix of the dataset \( r_{ab} \) with \( n \) samples and \( k \) features where \( a \) and \( b \) are equal to 1, 2, 3, ..., \( k \) can be referred to in Eq. (4) and the formula of the correlation matrix is listed in Eq. (5).

\[
R = \begin{pmatrix}
1 & r_{12} & r_{13} & \cdots & r_{1k} \\
 r_{21} & 1 & r_{23} & \cdots & r_{2k} \\
 r_{31} & r_{32} & 1 & \cdots & r_{3k} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 r_{k1} & r_{k2} & r_{k3} & \cdots & 1 \\
\end{pmatrix}
\] (4)

\[
r_{ab} = \frac{\sum_{i=1}^{n} [(x_{ia} - \bar{x}_a)(x_{ib} - \bar{x}_b)]}{\left( \sqrt{\sum_{i=1}^{n}(x_{ia} - \bar{x}_a)^2} \right) \left( \sqrt{\sum_{i=1}^{n}(x_{ib} - \bar{x}_b)^2} \right)}
\] (5)

Finally, the \( MD \) of benign samples in the MS needs to be determined. The analysis involves inverting the correlation matrix \( R \) in Eq. (4) to \( R^{-1} \) and transposing the standardised data \( Z_{ij} \) to \( Z_{ij}' \). Then, the formula in Eq. (6) can be used to calculate the \( MD \). It is expected that the average \( MD \) of all samples in the MS will be equal to 1.

\[
MD_j = \frac{Z_{ij} \times R^{-1} \times Z_{ij}'}{k}
\] (6)

Step 2: Validate the measurement scale using malignant samples. To construct a new set of standardized malignant samples \( MZ_{ij} \), the process outlined in Step 1 is replicated, with the exception that the mean and standardized data of the benign samples are employed in the calculation of \( MZ_{ij} \).
using Eq. (7). The MD values for the malignant samples $ZMD$ is then calculated using $MZ_{ij}$ and the correlation matrix of the benign samples can be described in Eq. (8).

$$MZ_{ij} = \frac{(MData_{ij} - \bar{x}_i)}{S_i}$$

(7)

$$ZMD_j = \frac{MZ_{ij} \times R^{-1} \times MZ_{ij}'}{k}$$

(8)

Step 3: Find significant features using OA, SNR and gain. Orthogonal arrays are used to generate a set of experiments that cover possible combinations of input variables systematically and efficiently. The number of experiments required depends on the number of input variables and their levels. Every experimental run-in designated OA will generate SNR value using MD from malignant cases. According to Taguchi, the larger-the-better type SNR exhibits superior results compared with the dynamic type SNR. Hence the larger-the-better type of SNR is applied, and it can be mathematically described as in Eq. (9).

$$SNR = -10 \log \left( \frac{1}{t} \sum_{j=1}^{t} \frac{1}{MD_j} \right)$$

(9)

The gain acts as an indicator for variability improvement. The formula for improved variability range $VR_{improved}$ is presented in Eq. (10). The higher the SNR gain, the better the performance of reducing features in the system.

$$VR_{improved} = \left( \frac{1}{2} \right)^{\frac{Gain}{6}} (VR_{initial})$$

(10)

The SNR mean of each feature is then calculated under two conditions: the presence condition and the absence condition. Both SNR mean in the presence condition $\bar{s}^+$ and SNR mean in the absence condition $\bar{s}^-$ are shown in Eq. (11) and Eq. (12), respectively.

$$\bar{s}^+ = \frac{\sum \text{SNR value of feature}_i \text{ presence}}{\text{Total occurance of feature presence}}$$

(11)

$$\bar{s}^- = \frac{\sum \text{SNR value of feature}_i \text{ absence}}{\text{Total occurance of feature absence}}$$

(12)

Lastly, to identify the optimal combination of features, the gain for each feature must be calculated using Eq. (13). A positive result with the highest gain will be the optimal feature combination determined in OA methodology.

$$Gain_i = \bar{s}^+_i - \bar{s}^-_i$$

(13)
2.2 Mahalanobis Taguchi System-Binary Whale Optimization Algorithm (MTS-BWOA)

Mahalanobis-Taguchi System-Binary Whale Optimization Algorithm (MTS-BWOA) is a hybrid methodology that combines MTS and BWOA to improve the feature optimisation process. The method is useful for optimizing complex systems that have a large number of features and require a robust and efficient optimisation process [25,34,35]. The steps to run MTS-BWOA are similar to MTS, with the exception of substituting the OA approach with BWOA, which is used to optimize the selected significant features obtained from MTS.

i. Step 1: Determine MD values for both benign and malignant samples and validate the measurement scale. Repeat step 1 and step 2 in MTS to get MD values.

ii. Step 2: Initialization. BWOA begins by randomly generating an initial population of solutions, where each solution is represented as a binary string of 0s and 1s to show the feature that is absent or present in the solution.

iii. Step 3: Calculate fitness value using the objective function. In MTS-BWOA, the objective function used is the SNR value. Hence, each solution SNR value is calculated using the malignant sample’s MD values by Eq. (9).

iv. Step 4: Find the best solution. The solution with the largest SNR will be selected as the global best solution.

v. Step 5: Entering BWOA main loop. The algorithm iteratively updates the candidate solutions until the maximum iteration is reached or a stopping criterion is met. A pseudocode to run the BWOA loop is shown in Figure 1.

```
While Current Iteration < Maximum Iteration
  For Each solution
    Calculate value \( \hat{\alpha}, \hat{\beta}, \hat{\gamma} \);
    If \( p < 0.5 \)
      If \( |\hat{A}| < 1 \)
        Update position of whale using Eq. (17)
      Else \( |\hat{A}| \geq 1 \)
        Generate random search agent.
        Update position of whale using Eq. (19)
      End If
    Else \( p \geq 0.5 \)
      Update position of whale using Eq. (21)
    End If
  End
  Convert position into binary using Eq. (23) and Eq. (24)
  Calculate the SNR value for each feature combination.
  Find the best solution
End
```

Fig. 1. Pseudocode of BWOA

For each solution, coefficient \( \hat{\alpha} \) and coefficient \( \hat{\gamma} \) is a random number generated from Eq. (14) and Eq. (15), respectively, where \( \hat{\alpha} \) is a linearly decreasing number from 2 to 0 using Eq. (16), \( rand_1 \) and \( rand_2 \) are random numbers in the range of (0,1).
\[ A = 2\bar{a} \times \text{rand}_1 - \bar{a} \]  
(14)

\[ \bar{C} = 2 \times \text{rand}_2 \]  
(15)

\[ \bar{a} = 2 - \frac{2 \text{(current\_iteration)}}{\text{(maximum\_iteration)}} \]  
(16)

To model the humpback whales swimming around the prey within a shrinking circle and along a spiral-shaped path, a probability value \( p \) is randomly generated between 0 to 1 so that there is a 50% probability of selecting one of the mechanisms. For shrinking cases, when \( |\bar{A}| \) is smaller than 1, the new solution of whales \( X(t + 1) \) will be updated using Eq. (17), where \( t \) is the current iteration, \( X^*(t) \) is the best solution and \( \bar{D} \) is the absolute distance calculated using Eq. (18).

\[ X(t + 1) = X^*(t) - (\bar{A} \times \bar{D}) \]  
(17)

\[ D = |\bar{C} \times X^*(t) - X(t)| \]  
(18)

The same approach based on the variation of \( \bar{A} \) can be utilised in the exploration phase. When \( |\bar{A}| \) is larger than 1, a random search is conducted to generate new candidate solutions in the search space. The search is done by randomly selecting a whale and modifying its position based on a randomly generated vector and a predefined coefficient. The random position is generated and updated using Eq. (19) and Eq. (20).

\[ X(t + 1) = X_{\text{random}} - (\bar{A} \times \bar{D}) \]  
(19)

\[ D = |\bar{C} \times X_{\text{random}} - X(t)| \]  
(20)

For the spiral updating position case with a random value \( p \geq 0.5 \), a spiral equation, as in Eq. (21), is created between the current and best solutions to mimic the helix-shaped movement of humpback whales. The new solution \( X(t + 1) \) is calculated based on \( \bar{D}' \), while the distance between the current solution \( X(t) \) and the best solution \( X^*(t) \) can be determined using Eq. (22). The random number \( l \) which lies in the range of (-1,1).

\[ X(t + 1) = \bar{D}' \times e^l \times \cos(2\pi l) + X^*(t) \]  
(21)

\[ \bar{D}' = |X^*(t) - X(t)| \]  
(22)

Once all solutions have been updated, they must be converted back to binary form using the sigmoid transfer function, as shown in Eq. (23), before determining their new positions based on Eq. (24). Next, the SNR value for each solution is recalculated according to the absence or presence of features, using Eq. (9). The solution with the highest SNR value is then considered the best new
solution. This iterative process continues until the preset maximum iteration is reached. At this point, the optimal feature combination is selected as the final best solution.

\[ S(x(t+1)) = \frac{1}{1+e^{-x(t)}} \] \hspace{1cm} (23)

\[
\text{New position} = \begin{cases} 
1 & \text{if random value selector} < S(x(t+1)) \\
0 & \text{otherwise}
\end{cases}
\] \hspace{1cm} (24)

vi. Step 6: System gain and variability range reduction are calculated to validate the performance of feature optimisation. Unlike in the OA approach, the highest SNR solution obtained in Step 5 is used as the optimal solution in MTS-BWOA. However, to ensure that the new system gain is larger than the gain achieved using MTS, a system gain value is computed by taking the difference between the original system SNR and the optimal system SNR, as shown in Eq. (25). Additionally, the variability range reduction is recalculated using Equation (10).

\[ \text{System gain} = \text{Optimised system SNR} - \text{Original system SNR} \] \hspace{1cm} (25)

3. Experiments and Results

Breast Cancer Wisconsin (original), collected and made available by Dr William H. Wolberg from the University of Wisconsin Hospitals, is used in this experiment. The dataset contains a total of 699 samples, each with 10 attributes. The first 9 attributes are numerical and represent the characteristics of the cell nuclei, including clump thickness, uniformity of cell size and shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses. Meanwhile, the last attribute is the class representing benign or malignant. However, since the dataset has missing attributes on 16 samples, these samples are removed and left only 683 samples, of which 444 are benign, and 239 are malignant.

In this MTS-BWOA methodology, the population and maximum iteration of BWOA were set to 10 and 50, respectively. This decision was based on the observation that BWOA was able to achieve the best possible solution within this iteration limit during the case study. The MTS-BWOA experiment was repeated 30 times to ensure the robustness and reliability of the results. The time of appearance for each feature was recorded in Table 3. Based on the recorded data, features that appeared more than 15 times (i.e., more than half of the total runs) were identified as significant features. This approach was adopted to ensure that the selected features substantially contributed to the classification accuracy.

The results obtained from Table 3 present the frequency of appearance for nine features using different variations of the MTS on the Wisconsin Breast Cancer dataset. The evaluated variations include MTS, MTS-BWOA, and RBS-MTS. In the MTS approach, all features, except for feature F7, were identified as significant. However, in contrast, the MTS-BWOA variation showed zero occurrences for features F1, F4, F7, and F9, and features F3 and F5 appeared fewer than 15 times. Similar to MTS-BWOA, RBS-MTS also had features F1, F3, F4, F5, F7, and F9, appearing less than 15 times. Both MTS-BWOA and RBS-MTS shared significant features F2, F6, and F8, with RBS-MTS having an additional significant feature, F9.
### Table 3
Frequency of appearance for nine features using different variations of the MTS on the Wisconsin Breast Cancer dataset

<table>
<thead>
<tr>
<th>Type of MTS</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTS</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>MTS-BWOA</td>
<td>0</td>
<td>28</td>
<td>0</td>
<td>5</td>
<td>30</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>RBS-MTS</td>
<td>4</td>
<td>23</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>30</td>
<td>5</td>
<td>25</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 4 lists the significant features selected from Table 3, along with each algorithm's feature reduction rate and computational time. Since this study focuses on implementing MTS and MTS-BWOA, the computational time is only available for these two algorithms. The times of appearance of each feature and features selected data for RBS-MTS are collected from previous literature [23,36]. From Table 4, it can be concluded that MTS-BWOA has the highest feature reduction rate of 66.67%, with only three significant features remaining. Features F2, F6, and F8 have shown their importance, as all other feature selection algorithms also include these features. However, MTS-BWOA has a longer computational time than MTS because it requires time to run through all the position updates compared to a fixed-designed orthogonal array structure.

### Table 4
Result of feature reduction rate, selected features, and computational time between different algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature Reduction Rate (%)</th>
<th>Significant Features</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTS</td>
<td>11.11</td>
<td>F1, F2, F3, F4, F5, F6, F8, F9</td>
<td>0.2042</td>
</tr>
<tr>
<td>MTS-BWOA</td>
<td>66.67</td>
<td>F2, F6, F8</td>
<td>3.388</td>
</tr>
<tr>
<td>RBS-MTS</td>
<td>55.56</td>
<td>F2, F6, F8, F9</td>
<td>Not available</td>
</tr>
</tbody>
</table>

Moreover, the effectiveness of feature reduction achieved by MTS-BWOA is supported by system gain and variability range reduction results, as presented in Table 5. Among all the algorithms, MTS-BWOA exhibits the highest system gain with 1.303 and a variability range reduction of 13.975%. The finding evidenced that MTS-BWOA can successfully reduce the number of features without sacrificing the ability to preserve the best combination of features. Meanwhile, RBS-MTS exhibits a lower system gain and variability range reduction when compared to MTS-BWOA. However, it is notable that all the hybrid MTS variations demonstrated significantly improved computational performance compared with the original MTS system.

### Table 5
Result of gain and variability range reduction for MTS, MTS-BWOA and RBS-MTS

<table>
<thead>
<tr>
<th></th>
<th>MTS</th>
<th>MTS-BWOA</th>
<th>RBS-MTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimized system SNR</td>
<td>11.142</td>
<td>12.210</td>
<td>-</td>
</tr>
<tr>
<td>Original system SNR</td>
<td>10.91</td>
<td>10.91</td>
<td>10.91</td>
</tr>
<tr>
<td>System Gain</td>
<td>0.235</td>
<td>1.303</td>
<td>0.9679</td>
</tr>
<tr>
<td>Variability Range Reduction</td>
<td>2.679%</td>
<td>13.975%</td>
<td>10.578%</td>
</tr>
</tbody>
</table>

By analysing the convergence of MTS-BWOA to the best solution depicted in Figure 2, it is evident that MTS-BWOA outperforms MTS. The initial SNR value obtained by MTS-BWOA is already greater than the best SNR obtained by MTS. Furthermore, MTS-BWOA continues to improve and achieve higher SNR values by updating the best solution. The algorithm attains the maximum SNR value of
12.21 on the 13\textsuperscript{th} iteration. Therefore, the computational time is expected to be reduced as MTS-BWOA can achieve the maximum SNR value before the 50\textsuperscript{th} iteration.

The obtained results from Figure 3 and Figure 4 provide valuable insights into the performance of Mahalanobis distance distribution before and after optimisation. Figure 3, which represents the distribution prior to optimisation, elucidates that the Mahalanobis distances for healthy and unhealthy samples exhibit relatively closer values. The confusion indicates that, without feature selection or optimisation, the original dataset has limited discriminative power in distinguishing between healthy and unhealthy samples.

However, a significant improvement in the discriminant performance is observed upon applying the MTS-BWOA optimisation technique, as shown in Figure 4. The Mahalanobis distance distribution after optimisation demonstrates a clear distinction between healthy and unhealthy samples. The optimised MTS-BWOA approach effectively enhances the discriminative power, improving accuracy in classifying samples as healthy or unhealthy. These findings highlight the effectiveness of the proposed hybrid method in enhancing the discriminant performance of the MTS and potentially improving diagnostic accuracy in healthcare applications.
4. Conclusions

In this study, we applied the Mahalanobis-Taguchi System-Binary Whale Optimization Algorithm (MTS-BWOA) to optimise feature selection in breast cancer classification. Compared with the MTS approach, our results showed that MTS-BWOA could achieve greater performance in feature optimisation. MTS-BWOA selected fewer features, resulting in a higher system gain, higher variability range reduction and strong discriminant ability. Despite a longer computational time, the efficiency of MTS-BWOA outperformed MTS.

The success of MTS-BWOA in optimising feature selection in breast cancer classification suggests that this hybrid methodology can be used in other fields in the future. With its ability to efficiently identify significant features while reducing variability range and achieving a higher system gain, MTS-BWOA has the potential to be applied in various fields, such as image processing, natural language processing, and other medical diagnoses. Further research is required to examine the adaptability of MTS-BWOA and its potential to address various optimisation challenges across different fields.
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