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Coronavirus disease (COVID-19) has become a serious worldwide health concern 
affecting the respiratory system since December 2019. Computed Tomography (CT) 
image analysis and identification are powerful tools for diagnosing COVID-19. However, 
due to the disparity of the distribution and form of COVID-19 infection and the diverse 
degrees of infection severity, the classification of the CT images is challenging, especially 
manually. Therefore, this study aims to employ artificial intelligence techniques, 
including machine learning and deep learning algorithms, to classify COVID-19 from CT 
images. The grey-level co-occurrence matrix (GLCM) features were computed and fed 
into machine learning classifiers, namely Support Vector Machine, Random Forest, K-
Nearest Neighbour, Logistic Regression, and Naïve Bayes model for training purposes. 
Deep learning models, including ResNet50, Densenet121, Inception, and VGG16, were 
trained using raw data scaled and transformed to greyscale mode. The performances of 
machine learning and deep learning models were assessed on the testing data. Random 
Forests, ResNet50, and DenseNet121 outperform all the other models by achieving 
100% accuracy, precision, sensitivity, and specificity on the dataset applied. The 
performance of machine learning models can be further improved by obtaining the 
optimised parameters in future research. 

Keywords: 

COVID-19; Computer Tomography 
image; image segmentation; GLCM 
feature extraction; medical image 
classification; Machine Learning; Deep 
Learning 

 
1. Introduction 
 

According to the World Health Organization (WHO), Coronavirus disease (COVID-19) is a viral 
infection caused by the SARS-CoV-2 virus [1]. Symptoms of infection include dry cough, fever, and a 
loss of taste. People with underlying medical conditions are more likely to develop serious illnesses, 
including severe respiratory issues, organ failure, and death. Since COVID-19 is extremely infectious 
and spreading worldwide aggressively, early detection is critical [2]. Computer-Aided Diagnosis (CAD) 
systems that use medical image processing techniques, as well as artificial intelligence (AI), assist 
clinicians by improving their diagnostic efficiency since the clinical diagnosis time can be reduced, 
potentially lowering death rates [3]. CAD is based on highly complex pattern recognition, which is a 
branch of mathematical principles and methods for classifying and identifying objects, events, 
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processes, signals, and situations. The development of high-performance CAD is a way to alleviate 
the rising pressures on radiologists by aiding in the classification of COVID-19 cases [4]. 

Medical image processing is the use and investigation of 3D image collections of the human body, 
most typically collected from an X-ray, Computed Tomography (CT), Positron Emission Tomography 
(PET), and Magnetic Resonance Imaging (MRI) scanner. These images are employed to diagnose 
diseases, assist in surgical planning, and facilitate medical research endeavors. The experimental 
findings obtained using CT images were superior to those obtained using X-ray images [5]. The 
Hounsfield unit (HU) is a relative quantitative measurement of radiodensity used to analyses 
computed tomography (CT) images [6].  

The segmentation method is used to portray the image in a form that makes it easier to analyses 
and more meaningful [7]. In the medical field, image segmentation aims to identify specific areas of 
interest, such as locating the tumor, abnormalities, and degree of infection [8]. Medical image 
segmentation is vital for further clinical analysis, diagnoses, therapy planning, and illness progression 
monitoring [9]. Threshold-based, edge-based, and clustering-based segmentation are some image 
segmentation techniques [10]. The edge detection approach is the most common method that works 
based on detecting discontinuities in grey level and colour. These edges frequently indicate 
boundaries between objects [11]. However, the limitation of the edge-based segmentation method 
is that the presence of noise may impact its performance [12]. On the other hand, the marching 
squares method that creates scalar field contours in two dimensions is another popular approach to 
finding the contour [13]. 

Meanwhile, the image features summaries the data in the pixels that make up the image [14]. 
Feature extraction is a step in the dimensionality reduction process, in which an initial collection of 
raw data is separated and reduced to more manageable categories. Haralick et al., [15] introduced 
the Grey Level Co-occurrence Matrix (GLCM) feature extraction technique often used in biomedical 
image processing. As a function of the grey level, GLCM indicates the occurrence frequency of each 
grey level in a pixel located at a specific geometric position compared to that of other pixels [16]. 

Medical image classification is one of the most significant problems in image recognition, 
intending to classify medical images to aid clinicians in illness diagnosis or further study [17]. There 
are various medical image classification techniques, such as the decision tree method, neural 
network classifier, Bayers classification methods, and rule-based classification [18]. The structures 
and concepts of machine learning models such as Support Vector Machine, Random Forest, and K-
nearest Neighbour can be illustrated in Figure 1, 2, and 3, respectively. 

 

 
Fig. 1. Structure of Support Vector Machine Classifier 
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Fig. 2. Structure of Random Forest Classifier 

 

 
Fig. 3. Structure of K-nearest Neighbour Classifier 

 
RF classifier exhibits strong generalisation since it combines individual tree judgments for the final 

decision [19]. The COVID-19 lung image classification based on the Support Vector Machine has good 
performance in predicting COVID-19 and normal patients using chest X-ray images, achieving an 
accuracy of 96% [20]. Yoo et al., [21] suggested that the decision tree classifier could be utilised to 
pre-screen patients for triage and decision-making before RT-PCR data are available. 

 Furthermore, deep learning has achieved significant success in numerous fields of medical 
imaging as it has increased the capacity to recognize and classify characteristics in pictures using deep 
models [22]. DenseNet, Xception, and VGGNet are some of the feature extractors that have been 
proposed that work for medical image classification. Wang et al., [23] redesigned COVID-Net to 
enhance the COVID-19 CT images' prediction accuracy and computation efficiency. Tabik et al., [24] 
proposed a COVID-SDNet methodology based on a convolutional neural network (CNN) for the 
classification of chest X-rays (CXR). Although CXR is a time-effective assessment tool, it is inferior to 
CT scans which provide additional viewpoints and much more detail. 

A chest CT scan is useful even before COVID-19 symptoms develop, and it can precisely detect 
the aberrant characteristics identified in images [25]. It is widely recognised that bilateral ground-
glass opacity (GGO) with associated consolidation is the most prevalent computed tomography (CT) 
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finding in COVID-19 infection [26]. However, these symptoms might occur in irregular distribution 
and shape. Also, the severity of each patient might differ from others. Additionally, the relatively 
large number of variable objects, particularly the scanned areas beyond the lungs that are irrelevant 
to the diagnosis of COVID-19, makes the classification of the CT images challenging, especially 
manually [27].  

Hence, this study aims to: 
 

i. propose artificial intelligence methods for COVID-19 cases detection on CT images 
ii. compute Grey-Level Co-occurrence Matrix features from automatic lung segmentation 

results in the training of artificial intelligence classification models 
iii. assess the performance of artificial intelligence models that consist of machine learning 

and deep learning approaches in COVID-19 CT image classification. This study will 
compare the classification performances of machine learning models using handcrafted 
GLCM features and deep learning models with automatic feature extraction. 

 
2. Methodology  
2.1 Materials and Methods 

 
Medical Image Processing, Analysis, and Visualization (MIPAV) and Python are used to run and 

process the data in this study. The overview of the research methodology is illustrated in Figure 4. 
 

 
Fig. 4. Overview of the Research Methodology 

 
2.2 Data Acquisition 

 
In this study, a collection of a publicly available dataset, namely 'COVID-CT-MD' obtained from 

GitHub, is used as the raw image data and to be processed as the input data. This dataset contains 
volumetric chest CT scans of 169 patients with positive COVID-19 and 76 normal lung cases stored in 
the Digital Imaging and Communication in Medicine (DICOM) format, collected from Babak Imaging 
Center, Tehran, Iran [28]. COVID-CT-MD is intended to support the development of advanced 
machine learning and deep neural network-based solutions. 
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2.3 CT Image Segmentation 
 
The lung regions were segmented using a threshold based on the CT Hounsfield Unit (HU) and 

Marching Squares method. The marching squares method that creates scalar field contours in two 
dimensions is a popular approach to finding the contour, which is the line connecting all the spots 
along an image's boundaries with the same intensity. Constraints are applied in the segmentation of 
lung regions. Firstly, the contours must be a closed set. Since a contour is made up of a set of points, 
the distance between the first and last points of the contour must be less than 1 pixel to ensure that 
the particular contour is a closed set. In addition, the contour must have a minimum volume of 1500 
pixels and a maximum volume of 100000 pixels. 

 
2.4 Feature Extraction 

 
This study used the GLCM-based feature extraction technique to generate a compact set of 

discriminative texture features. The GLCM determines how frequently a pixel with a grey-level value 
i appears horizontally, vertically, or diagonally to neighbouring pixels with value j. Figure 5 shows the 
formation of the GLCM. 

 

 
Fig. 5. Formation of Grey Level Co-occurrence Matrix (GLCM) 

 
Mathematically, GLCM, P may be built as a frequency matrix by counting the number of times 

each pair of quantised grey levels appears as neighbours in the quantised image, I, and each 𝑃𝑖𝑗 in 

GLCM P can be computed as shown in Eq. (1), where m and k indicate the image's row and column 
number of pixels. 

 

𝑃𝑖𝑗 = ∑ ∑ {
1, 𝑖𝑓 𝐼(𝑚, 𝑘) = 𝑖, 𝐼(𝑚 + ∆𝑥, 𝑘 + ∆𝑦) = 𝑗,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝐾

𝑘=1

𝑀

𝑚=1

 (1) 

 

A normalised GLCM, 𝑷̃ can be computed as expressed in Eq. (2). 
 

𝑷̃ =
𝑷

∑ ∑ 𝑃𝑖𝑗𝑗𝑖
 (2) 

 
Contrast, which measures the difference in grey level between the reference pixel and its 

neighbour pixel, can be computed as in Eq. (3). 
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𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑(𝑖 − 𝑗)2𝑃̃𝑖𝑗

𝑗𝑖

  
(3) 

 
Angular second moment (ASM) represents the degree of grey distribution homogeneity, and 

texture thickness can be computed as in Eq. (4). 
 

𝐴𝑆𝑀 = ∑ ∑(𝑃̃𝑖𝑗)
2

𝑗𝑖

 (4) 

 
Energy gives the sum of square elements in GLCM can be expressed as in Eq. (5). 
 

𝐸𝑛𝑒𝑟𝑔𝑦 = √𝐴𝑆𝑀 (5) 

 
The homogeneity of an image represents the similarity between pixels can be computed as in Eq. 

(6). 
 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
𝑃̃𝑖𝑗

1 + (𝑖 − 𝑗)2

𝑁

𝑗=0

𝑁

𝑖=0

 (6) 

 
The dissimilarity is a distance measured between two pixels in the region of interest and can be 

computed as shown in Eq. (7). 
 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑ 𝑃̃𝑖𝑗|𝑖 − 𝑗|

𝑗𝑖

 (7) 

 
The GLCM mean, and standard deviation for rows and columns can be computed using Eq. (8), 

(9), (10), and (11). 
 

𝜇𝑥 = ∑ ∑ 𝑖𝑃̃𝑖𝑗

𝑗𝑖

 (8) 

 

𝜇𝑦 = ∑ ∑ 𝑗𝑃̃𝑖𝑗

𝑗𝑖

 (9) 

 

𝜎𝑥 = √∑ ∑(𝑖 − 𝜇𝑥)2𝑃̃𝑖𝑗

𝑗𝑖

 (10) 

 

𝜎𝑦 = √∑ ∑(𝑗 − 𝜇𝑦)
2

𝑃̃𝑖𝑗

𝑗𝑖

 (11) 

 
The linear dependency of grey level values in the co-occurrence matrix is represented by 

correlation computed as shown in Eq. (12). 
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𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ∑ ∑ 𝑃̃𝑖𝑗

(𝑖 − 𝜇𝑥)(𝑗 − 𝜇𝑦)

𝜎𝑥𝜎𝑦
𝑗𝑖

 (12) 

 
2.5 Feature Selection 

 
Feature selection is the process of minimising the number of input variables when creating a 

predictive model. Welch's t-test is performed to determine if the means of these two data sets are 
significantly different. The null hypothesis, 𝐻0 and alternative hypothesis, 𝐻1 are shown in following 

 
i. 𝐻0: There is no significant difference between the features of the two sets of data 

ii. 𝐻1: There is a significant difference between the features of the two sets of data 
 
At a 95% confidence interval, if the p-value obtained from Welch's t-test is less than 0.05, the null 

hypothesis will be rejected, indicating that features extracted from COVID-19 and normal lung CT 
images significantly differ at a 0.05 significance level. The result of Welch's t-test is adequate if the 
data fulfil the normality assumption. The Anderson-Darling test tests whether the data follows 
normal distribution [29]. The modified AD statistics, A*, can be expressed in Eq. (13) 

 

𝐴∗ = 𝐴2 (1 +
0.75

𝑛
+

2.25

𝑛2
) 

  
(13) 

 
The normality is rejected if the value of A* exceeds the critical value of 0.752 and the p-value is 

less than 0.05 at a 0.05 significance level [30]. However, according to the central limit theorem (CLT), 
when the sample size is equal to or greater than 30, the distribution of the sample approaches a 
normal distribution [31]. 

 
2.6 Machine Learning Classification 

 
 Machine learning models are used to classify normal lung and COVID-19 CT images with those 

features selected as input information. The dataset is separated into three sections, with 60% of the 
data utilised to train machine learning models, 30% for cross-validation, and 10% for model testing. 
CT image classification employs five machine learning classifiers: Linear Support Vector Machine, 
Random Forest, K-Nearest Neighbour, Logistic Regression, and Gaussian Naïve Bayes models from 
the scikit-learn library of Python. A cross-validation is a resampling approach that tests and trains a 
model on multiple iterations using different partitions or folds of the data. This approach is used to 
evaluate the effectiveness of the models, especially to avoid overfitting in the prediction models. 

 
2.7 Deep Learning Classification 

 
CT image classification employs four pre-trained deep learning classifiers: DenseNet-121, ResNet-

50, Inception, and VGG-16 models from the TensorFlow library. The loss function is a fundamental 
component of neural networks. The computed output of the loss function is the loss or error, which 
is the difference between the model's prediction using a set of parameter values and the target 
values, as shown in Eq. (14). 
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𝐿 = − ∑ 𝑦𝑗log (𝑦𝑗̂)

𝑀

𝑗=1

 
 

(14) 

 
2.8 Performance and Evaluation Metrics 

 
Parameters that measure the classification performance for the deep learning model are 

accuracy, precision, sensitivity, and specificity, which can be computed as shown in Eq. (15), (16), 
(17), and (18), respectively. TP, TN, FP, and FN represent true positive, true negative, false positive, 
and false negative, respectively [32]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 
(15) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 
(16) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
(17) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 
(18) 

3. Results  
3.1 CT Image Segmentation 

 
The raw dataset was subjected to medical image processing to segment the region of interest, 

which is the lung area. The lung regions were segmented using a threshold based on the CT 
Hounsfield Unit (HU) and Marching Squares method to find the contours of the lung. Figure 6 
illustrates the procedures of lung segmentation.  

 

 
Fig. 6. Procedures of the Lung Segmentation 

 
Mathematical morphological operations are performed on the incomplete lung segmentation as 

post-processing, as shown in Figure 7. 
 

 
Fig. 7. Morphological Operations on Incomplete Lung Segmentation 
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3.2 Feature Extraction and Selection 
 
The GLCM features of contrast, energy, dissimilarity, homogeneity, ASM, and correlation are 

extracted with a combination of distance and angle of the pixel of interest and its neighbouring, as 
displayed in Table 1. 

 
Table 1 
Combination of distance and angle of the pixel of 
interest and its neighbouring 

 
 
 
 
 
 
 
 

 
The results of the GLCM features extracted from each normal lung (N) CT image and COVID-19 

(A) CT image are visualised using a boxplot, as shown in Figure 8. 
From the boxplots, the distributions of normal lungs seem to be subparts of abnormal lungs for 

features of contrast, energy, dissimilarity, and homogeneity, as these features do not show obvious 
differences between the two classes of CT images. Meanwhile, for features of ASM and correlation, 
the boxplot distributions are distinguishable between the lung with and without COVID-19 infection. 
The p-values obtained from the t-test for COVID-19 and normal lung CT images for those two features 
in each of the combinations of distance and angle are less than 0.001, implying that the null 
hypothesis is rejected. Thus, there is a highly statistically significant difference in ASM and correlation 
features between the COVID-19 and normal lung CT images. 

 

Combination 𝑑 = distance, 𝜃 = angle 

[1] 𝑑 = 1, 𝜃 = 0° 
[2] 𝑑 = 1, 𝜃 = 45° 
[3] 𝑑 = 1, 𝜃 = 90° 
[4] 𝑑 = 1, 𝜃 = 135° 
[5] 𝑑 = 2, 𝜃 = 0° 
[6] 𝑑 = 2, 𝜃 = 45° 
[7] 𝑑 = 2, 𝜃 = 90° 
[8] 𝑑 = 2, 𝜃 = 135° 
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Fig. 8. GLCM Features Extracted for COVID-19 and Normal Cases 

 
3.3 Classification Performance and Evaluation Metrics 

 
The performance of machine learning and deep learning models in terms of accuracy, precision, 

sensitivity, and specificity are illustrated in Table 2. ResNet-50 and DenseNet-121 outperform all the 
other models by achieving 100% performance in those metrics, while Random Forest achieves 100% 
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accuracy for testing data, precision, sensitivity, and specificity of both normal lungs and Covid-19 
cases. 
 
Table 2 
Comparison of Classification Performance over Machine Learning and Deep Learning Models 

Classifier 
Accuracy Precision Sensitivity Specificity 

Testing Validation Normal Covid-19 Normal Covid-19 Normal Covid-19 

Linear Support 
Vector Machine 

86.36% 76.67% 80.00% 88.00% 67.00% 94.00% 94.00% 67.00% 

Random Forest 100.00% 88.33% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 
K-Nearest 
Neighbour 95.45% 83.33% 86.00% 100.00% 100.00% 94.00% 94.00% 100.00% 
Logistic Regression 77.27% 83.33% 67.00% 79.00% 33.00% 94.00% 94.00% 33.00% 
Gaussian Naïve 
Bayes 77.27% 88.33% 56.00% 92.00% 83.00% 75.00% 75.00% 83.00% 
ResNet-50 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 
DenseNet-121 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 
Inception 95.00% 100.00% 100.00% 91.67% 88.89% 100.00% 94.12% 95.65% 
VGG-16 95.00% 96.67% 100.00% 91.67% 88.89% 100.00% 94.12% 95.65% 

 
3.4 Discussion 

 
 The results of this study suggest that deep learning models achieve better performance 

compared to machine learning models in the classification of COVID-19 CT images. Deep learning 
models, namely ResNet-50 and DenseNet-121, attain 100% accuracy in testing and data, precision, 
sensitivity, and specificity. The perfect accuracy is ascribable, most probably to the feature extraction 
and modelling done automatically after data training. A large number of significant features that can 
discriminate COVID-19 cases from normal lungs are extracted automatically by deep learning 
algorithms.  

On the other hand, machine learning models require features extracted from the GLCM as input 
data. However, in this study, GLCM features that can distinguish the two classes of CT images are 
features of correlation and ASM. With only these two features, the training of the models might not 
be as strong as deep learning models. Moreover, the parameters used in machine learning models 
from the Scikit-learn library in Python are the default parameters, indicating that the parameters of 
machine learning models are not optimal for the classification of Covid-19 CT images.  

When comparing machine learning models, the Random Forest model outperforms all the other 
models in terms of its accuracy for testing and validation data, precision, sensitivity, and specificity. 
The 10-fold cross-validation has been performed to avoid biased results from testing data by ensuring 
that all validation data is used for testing. The results show that the Random Forest model has good 
consistency in the classification task, achieving high accuracy for both testing and validation data. 
Since the Random Forest model aggregates individual tree judgments for the conclusion, it has a high 
degree of generalization. Although it is obvious that the deep learning models, ResNet-50 and 
DenseNet-121 have outstanding performance in the COVID-19 CT image classification, the machine 
learning model, the Random Forest model continues to hold significance in this classification of 
Covid-19 CT images. Since the data size used in this study is small, the results obtained are only valid 
for the dataset used and cannot represent all the other data. 

Limitations of this study include applying a limited amount of CT images, and the parameters of 
machine learning models used in this study are default parameters that are not optimised yet. The 
performance of machine learning models can be further improved by obtaining the optimised 
parameters in future research. More datasets can be used in future studies to improve the training 
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of machine learning and deep learning models. Also, mathematical optimisation methods can be 
applied to determine the optimal parameters of machine learning models. 

 
4. Conclusions 

 
In this paper, artificial intelligence techniques, including machine learning and deep learning 

algorithms, have been employed to classify COVID-19 CT images. A comparison has been made 
between deep learning and machine learning classifiers. The result of this study shows that ResNet-
50 and DenseNet-121 outperform all the other models by achieving 100% accuracy, precision, 
sensitivity, and specificity on the dataset applied.  
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