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The usage of biometric identification has increased in recent years, with numerous 
public and commercial organizations incorporating biometric technologies into their 
infrastructures. One of the technologies is iris recognition which has been used as a 
biometric recognition compared to other modalities to combat identity abuse due to its 
ability to eliminate risk of collisions or false matches even when comparing large 
populations. The use of CNN is proven to provide high accuracy; however, this 
technology involves the need for a large dataset and higher computational cost. 
Therefore, this study uses a combined model of Convolutional Neural Network (CNN) 
and Vision Transformer (ViT) in identifying and verifying an iris image. By using the 
proposed learning rate, it proves that the novel hybrid model is capable to achieve up 
to 93.66% accuracy in recognizing iris images. The cross-entropy loss function was 
implemented to reduce the loss and it was able to predict the class label more correctly. 
In addition, the model was thoroughly tested on three publicly available iris databases, 
achieving satisfactory iris recognition results. Furthermore, this model has the potential 
to be used in other biometrics such as face and retina recognitions. 
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1. Introduction 
 

Performing iris recognition and identification as one of the biometric verifications has gained 
more attention during the past few years. The most trustworthy and efficient biometric method for 
identification and authentication is iris recognition [1]. Due to their stability, accuracy, and most 
reliable biometric identification technologies, hence it is widely applied in various applications, such 
as intelligent unlocking, border control, forensics, and healthcare [2]. 

In biometrics, iris became a highly informative object and high reliability as shown in Table 1, 
because the eye's highly distinctive qualities and easily accessible that do not alter throughout time 
[3,4]. Besides that, iris is not affected by age and does not require human contact with its scanning 
device [5]. Thus, this contactless biometric recognition gets attention from the public because they 
are relatively well known for their user-friendly and seamlessness [6].  
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Table 1  
Comparison of biometric accuracy and reliability [7,8] 
Biometric Accuracy Reliability Uniqueness 

Fingerprint Very High High High 
Facial High Medium Low 
Hand Geometry High Medium Medium 
Iris  Very High High High 
Retina Very High High High 
DNA Very High High None 
Voice  Medium Low Low 
Signature Medium Low Low 

 
Based on Table 1, iris scan has a very high accuracy that refers to how well a specific biometric 

can distinguish between individuals. The reliability of iris is high compared to other biometric which 
refers to how dependable it is for recognition purpose [9]. While the uniqueness of the iris is also 
high which means the iris is distinct from each other [10] make it extensively investigated for accurate 
and personal identification [11]. 

The iris recognition system has been developed using a variety of technologies. The most 
common is Convolutional Neural Network (CNN) that become state of the art in image recognition 
[12]. However, Self-attentive mechanisms-based Vision Transformers (ViT) have successfully 
classified and recognized images accuracy comparable to neural networks. Besides, the price of 
increasing accuracy is an exponential rise in the number of parameters without neural networks' 
built-in image-specific biases. Self-attention models, particularly ViTs, are an alternative to CNNs in 
computer vision.  Transformers were first presented in 2018 for machine translation, but they have 
subsequently evolved into the primary architecture for Natural Language Processing (NLP) tasks 
including text summarization and speech recognition. They are responsible for the most current 
advancements in NLP, such as Google's BERT and Open Ai’s GPT-3. 

Many mobile vision tasks have been powered by lightweight CNNs. However, in [13] research, 
they do not rely on CNN at all and attempts have previously been made to use transformers for image 
recognition tasks. It produces results for image classification that are comparable to many cutting-
edge CNNs [14]. Convolutional networks were either transformed using transformers or transformed 
by replacing specific modules in these attempts. It only used the common transformer design, which 
is the most common architecture used in NLP. The sole innovation they employed was to split an 
input image into multiple image patches, which were then fed into the transformer as usual input. 
The rest of the transformer's architecture, however, was unchanged. In the context of NLP, these 
image patches are treated similarly to words (tokens).  As a result, the 16 by 16 input images are 
interpreted as 16 by 16 words in Ref. [13].  

The outcomes demonstrate the uniqueness of this architecture that outperforms cutting-edge 
CNNs, which are referred to as the premier network design for image recognition. There is a lack of 
specific localization information caused by repetitive nature of down-sampling. ViT's emphasis on 
low-resolution features makes it unfit to capture images [15]. Although ViT has made comparable 
improvement, many researchers suggest hybridizing the computer vision model with CNN and ViT 
[15]. 

Inspired by [16] study that proposed a Progressive Multi-scale Vision Transformer (PMVT) model 
which obtained comparable performance based on the convolutional feature maps and transformer 
encoder where tokens received as input at different resolutions. Therefore, this work focuses on the 
development and implementation of combined CNN and ViT technologies in recognizing iris images. 
Considering the strengths of these two technologies, CNN were extracted in the features at the early 
stage and the next process will be completed using a transformer model. 
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2. Related Work  
 
This section offers a comprehensive overview of commonly employed Deep Learning (DL) 

techniques in biometric recognition, along with an examination of studies focusing on the utilization 
of ViT in image recognition. DL offers a distinct advantage over traditional Machine Learning (ML) 
methods by enabling autonomous feature learning, resulting in significant time savings [17]. 
Furthermore, deep learning models automatically uncover hidden patterns within the data [18]. 

As a way to enhance the recognition of the iris system's Convolutional Neural Network model 
that has been pre-trained, with which the ImageNet Large Scale Visual Recognition Competition 
(ILSVRC) debuted, an iris segmentation phase-free transfer learning technique is presented [19]. The 
network is additionally optimized to avoid overfitting using Bayesian optimization and data 
augmentation. As a result, IRS using Deep Learning technique increased the ability of a trained model 
to be applied to new target tasks. 

In [20] study, in order to recognize iris images, researchers are applying a hybrid network model 
that is based on EfficientNet-b0. In this model, iris segmentation, normalization, feature extraction, 
and matching are all integrated into a single network. The combination of iris databases comprised 
of MMU2 and CASIA Thousand demonstrated that the composite network framework's accuracy and 
efficiency outperformed the previous network framework. The model also has high parameter speed 
and efficiency. 

An initial deep-learning facial recognition model was built to deliver quantitative data on low-
capacity devices and its accuracy, size, and timings evaluated in [21] study. A number of databases, 
including both public and private datasets made especially for modelling the complexity of mobile 
scenarios were used, as the objective of this study is to cover as many scenarios as possible. Publicly 
accessible models and conventional methods were also evaluated to make a fair comparison. In 
addition, the assessment is strengthened using a variety of classifiers and detectors due to the 
significance of the template matching and face identification stages. To get performance information 
for the complete system when it was integrated into a mobile phone, A system implementation in 
the JAVA and Android programming languages was created and tested. 

In [22] study presents some cutting-edge deep learning models are used in this review to combine 
these multimodal large data. With the expanding investigation of multimodal big data, there are still 
certain issues to be resolved. In order to educate readers on multimodal deep learning fusion 
approaches and inspire the development of new deep learning multimodal data fusion techniques, 
regardless of their originating community, this review gives a survey on the topic. 

Liu et al., [23] first introduced a unique condensed 2-channel CNN with little training data for 
quick and accurate iris identification and verification. This model is initially put forth as a high-
performance basic iris classifier with three online augmentation schemes and radial attention layers. 
The weight distribution of the model is examined to perform branch and channel pruning. The CASIA-
V4-Thousand database's promising results show that the suggested method can be applied in difficult 
iris recognition scenarios. In addition, the most crucial iris localization function, such as estimating 
parameterized pupillary and limbic iris boundaries, has been long neglected, resulting in superior 
CNN-based iris segmentation that is not fully utilized in iris recognition [24]. 

The comparison of related work shown in Table 2. Representative architectures that are widely 
used are summarized as fundamental to multimodal deep learning understanding. Following that, a 
summary of the current cutting-edge multimodal data fusion deep learning models is provided. 
Finally, some multimodal data fusion deep learning models challenges, and future topics are 
discussed. 
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Table 2  
Comparison of related work 

  
3. Methodology  

 
This section presents the proposed of hybrid model. The architecture of CNN and ViT model is 

shown in Figure 1 that contains four major parts which is CNN layer, Encoder of Transformer, Linear 
Projection of Flattened Patches, and Multi-layer Perceptron. 

 
3.1 The Proposed Model 

 
The code is primarily based on CNN and ViT. The idea of a hybrid model is a pre-processing an 

input image with convolutional on the network. The CNN progressively reduces the spatial dimension 
of the input image and produces an output tensor of dimension w, h and c that denote the width, 
height, and channel. That is the number of features of the last layer. Algorithm 1 show steps in 
extracting the feature learning of iris images. 

 
3.1.1 Algorithm 1: pre-processing data 
 

i. Input: read 3 channel images (RGB) 
ii. Output: TrainSetA, ValidSetA, TestSetA, TrainLabelA, ValidLabelA, TestLabelA 

iii. Calculate iris size 
iv. For (i in tqdm) Do 
v.   if (i!=file.txt and i==image name) Do 

vi.    show() image 
vii.    crop and resize to 128x128   

viii.    show() cropped image 
ix.    Sort classified image 
x.   Else show() not matching image 

xi. End For  
 

Based on Algorithm 1, the input iris images will be crop and resized to 128 x 128 resolution. Most 
deep learning model architectures expect all input images to be of the same dimensions. The size of 
128 x 128 pixels is sufficient to get the image iris feature and reduce the rate of image quality loss. In 

Author Method(s) Performance Limitation 

[19] Transfer learning (AlexNet 
& DenseNet201) 

Accuracy: 
AlexNet:97.22 
DenseNet201: 98.81 

The complexity of the model and the length of time 
needed to process it in algorithms and for 
computations are trade-offs 

[20] EfficientNet-b0 Accuracy: 98% Iris location was deviated using pre-trained model 
[21] Deep learning for face 

recognition. 
Time: 5s,  
FRR: 16.68% 
FAR: 0% 
FTA: 6.56% 
FNMR: 11.42% 

The application is a bit slow but highly secure 

[22] Convolutional Neural 
Network for multimodal. 

0.60% Error Equal 
Rate 

Multi-modal recognition 

[23] 2-ch Deep Convolutional 
Neural Network 

(Verification EER) 
CASIA V1: 0.33% 
CASIA V3: 0.76% 
CASIA V4: 1.19% 

The model has lower Floating-point operations and 
parameter 
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addition, accuracy will be lost if the image is cropped with a large size. The process of cropping and 
resizing or rescaling are part of data augmentation which are commonly used in previous studies 
[23,24]. 

The trainable linear projection layer is then applied to these output layer as in Figure 1. This layer 
serves as an embedding layer and produces vectors with fixed sizes. The sequence of output layer is 
then linearly concatenated using position embeddings to preserve the positioning information of the 
images.  

The image patches' relative or absolute position in the sequence is crucial information that is 
injected. The 0th class is a crucial aspect of the position embedding module to be aware of. The 0th 
class concept is derived from the class token in Bidirectional Encoder Representations for 
Transformers (BERT). The class token will be served as the image representation that will be used for 
image recognition. This class learned as well as other classes, but its learning was unrelated to how 
it appeared. Instead, the model design has it hardcoded. 

The transformer encoder is made up of several stacks of identical blocks. Each block begins with 
a Multi-Head Attention (MSA) layer and ends with a Feed-Forward layer. Each of the two sub-layers 
has a residual connection, which is followed by layer normalization. The model generates an output 
of embedded dimension D from all sublayers and embedding layers. The final vector of embedded 
dimension D is obtained by concatenating these attention heads and then passing them through a 
dense layer. 

MLP, which stands for Multi-Layer Perceptron, is essentially a collection of layers that perform 
linear transformations. A two-layer classification network called the MLP concludes with a GELU 
(Gaussian Error Linear Unit). The output of the transformer is provided by the last MLP block, also 
referred to as the MLP head. 

 

 
Fig. 1. The architecture of CNN and ViT model 

 
In this experiment, the Cross Entropy loss function as in Eq. (1) was implemented to make this 

model able to predict the class label more correctly and to minimize the error. 

𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥𝑖) log(𝑞(𝑥𝑖))𝑛
𝑖=0                      (1) 

 
where 𝑝(𝑥𝑖) represent the truth label and 𝑞(𝑥𝑖) is the SoftMax probability of the 𝑖𝑡ℎ class. 
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3.2 Databases 
 
The Chinese Academy of Sciences (CASIA) iris databases are the most widely used; databases 

were being used 453 times in 305 articles, or in more than 44% of the research [27]. Despite being 
out of date, the CASIA Iris Database v.1 is still the most used and cited iris picture database (used 
mostly as a benchmark in 144 (21%) papers). Therefore, in this study, we are using CASIA Iris v.1 [28] 
which consist of 756 iris images for 108 persons.  

MICHE was collected in a relatively unconstrained environment. The database contains 3732 
images from 92 subject and 184 classes. The MICHE-I dataset contains images taken in unrestricted 
conditions [29]. As a result, their average quality is low, and the primary goal of the participating 
approaches was to try to address such data degradation. 

BioSecure Multimodal Database (BMDB) iris database is a public database consisting of four eye 
images (two left and two right) with a resolution of 640*480 pixels, obtained from 200 subjects in 
two separate sessions. Iris patterns for each eye are unique for every individual and this is helpful in 
identifying an individual. Hence, the database will include 400 subjects, each with four eye images. 
The data in the file called “parameters.txt” are used to crop the eye images such that they only 
contain the iris area. 
 
4. Results and Discussion 

 
This section shows the investigation of the performance of ViT and CNN models in iris recognition 

during the experimentation. 
 

4.1 Experiment 
 
In this section, the time taken will be highlighted when using three different databases and 

comparison between iris image quality. Table 3 show time taken for each image in testing phase. 
Among them, BMDB iris dataset only takes 0.12 seconds to verify the image while MICHE DB takes 
0.16 seconds and CASIA, 0.19 seconds. 

 
 Table 3  
 Comparing time taken using same model and different dataset 
Name of Database Number of images (No. of test images) Time (sec) 

CASIA Iris V1 756 (750) 0.19 
MICHE DB 3732 (750) 0.16 
BMDB 1600 (750) 0.12 

 
These comparison between a good quality image and a noise-corrupted iris image. Image quality 

also affects the processing time for image verification. In this experiment, BMDB Iris dataset get the 
shortest testing time per image due to the image quality as shown in Figure 2 (a). The CASIA dataset 
contains images that have disturbances where the iris is not very clear and is disturbed by eyelashes 
and ambient light as depict in Figure 2 (b). This difference is very significant because if the model is 
implemented in the crucial environment, the image processing time is very important and decisive 
for the success of the lightweight model. 
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(a)  (b) 

Fig. 2. (a) Iris image from BMDB [30], and (b) CASIA 
[28]. The sample iris images randomly picked from 
two databases 

 
A deep learning model consumes data, makes predictions, and then determines whether the 

model's predictions were good or bad. The model's predictions were then compared to the labels, 
and the metric, the cross-entropy loss function, was used to calculate how much the predictions 
differed from the labels. 

This model will be more adept at accurately predicting the labels the more data the model use to 
train it. This is because more data will allow a model more opportunities to make mistakes and learn 
from them. Assuming that the selection dataset is reasonable and does not have many entries that 
are highly like one another or many data points that are not representative. So, in this experiment, a 
complete dataset was used to train the model because the goal is to make it as accurate as possible 
at predicting the labels. 

In theory, this model would perform better if the entire dataset was used for training rather than 
just 70% or 80% of the data. The problem is that if all the data is used for training, the user is unable 
to objectively assess the true performance of the model. Sure, the model could be evaluated using 
the data that it was trained on, but that would be problematic. As a result, in this experiment, 50% 
of the data is allocated to the training set, 25% to the validation set, and 25% to the test set. 

 
4.2 Performance Analysis 

 
The implementation of hybrid ViT and CNN model into iris recognition system to increase the 

accuracy of verification is in line with initial expectations. This model is able to provide data accuracy 
up to 93.66% as shown in Table 3. The BMDB database was chosen to be used in this experiment 
because the images obtained from it demonstrate that the processing time is the shortest. By using 
this dataset, two different learning rates are used to see how this learning rate affects the 
performance of this model. 

Table 4 shows the accuracy rate and loss obtained. 800 iris images are assigned for training once 
the learning rate is set to 0.0001, and 400 iris images are designated for testing. A total of 50 epochs 
were used to obtain this high accuracy result. When the model is set to 25 epochs, the accuracy drops 
to 88.88%. 

 
Table 4 
Comparing the accuracy and loss using same model 
Learning Rate Epochs Accuracy Loss 

0.0001 50 93.66% 7.74% 
0.0001 25 88.88% 12.79% 
0.001 50 85.12% 18.80% 
0.001 25 76.29% 25.06% 
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The training phase is set to 25 epochs and used 0.0001 as the learning rate. Total samples data 
are 160 images, epoch is set to 25, batch size 5, number of iterations is 32 (160/5). Figure 3 shows 
the network performance during training and testing stage.  

 

 
Fig. 3. Performance of the model using 0.0001 
Learning Rate 

 
Figure 3 above, depicts training and validation, the loss of validation is significantly lower 

compared to training loss, showing that it is simpler to predict values from the validation dataset 
than from the training dataset. One justification is that the data used for validation is limited which 
is only 400 iris images, but the training dataset (800 iris images) is widely represented, so the model 
therefore works exceptionally well considering these few instances. This is indicated that, when the 
loss function is minimized, the neural network model automatically makes better predictions, 
regardless of the specific characteristics of the task at hand. 

Validation loss start with high value which is 1.75 and training loss start with 1.4. Both are 
decreased at 10 epochs and consistent until 50 epochs. While for training and validation accuracy, 
both are increased and consistent near to 1.00 until 50 epochs. This can be summarized that the 
model is learn the features well and able to verify the image up to 100 percent by using 0.0001 
learning rate.  

Figure 4 shows the performance of accuracy and loss by using 0.001 learning rate. As can be seen, 
training loss was started with high value which is 3.0 and validation loss is starting with 1.4. 

This demonstrated that the learning rate was high, and it became difficult to learn small changes 
in the parameters required to fine-tune the model around the end of the evaluation process. As a 
result, the error flattens out very early. The gradient descent changes dramatically and hops around 
as soon as the learning rate is set to a high number. Therefore, this might cause divergence, which 
would raise the error. 

When adjusting model weights during training, cross-entropy loss is used. Since reducing loss is 
the main goal, a model is better when the loss is low. In an ideal model, there is no cross-entropy 
loss. In this experiment, the function was successfully embedded this function to reduce the loss to 
7.74%. 
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Fig. 4. Performance of the model using 0.001 Learning 
Rate    

 
To best map inputs to outputs, a neural network learns or approaches a function using samples 

in the training dataset. The learning rate hyperparameter control how slow or fast the model learns. 
It precisely controls the amount of assigned error with which the model's weights are updated each 
time they are updated. The model will learn to predict the function as accurately as possible given 
the number of layers and the number of nodes per layer over an infinite number of training epochs 
and a precisely configured learning rate. 

Typically, a model can learn more quickly if its learning rate is high, but at the cost of obtaining a 
less-than-ideal final set of weights. It might be possible for the model to learn a more ideal, or even 
a set of weights that is globally optimal in a moderate learning, but it will take a lot more time to 
train. In extreme cases, an excessively fast learning rate will provide weight updates that are 
excessively massive, which will cause the model's performance to fluctuate over training epochs. 
Diverging weights are thought to be the root of fluctuating performance. If the learning rate is too 
low, the problem might never be solved, or it might become trapped on a poor choice. 

Even though, the iris recognition system with the CNN model which applies AlexNet and 
DenseNet201 achieved higher accuracy rates of  97.22% and 98.81% respectively, however, there is 
a trade-off with computational time and complexity of the algorithm [19]. Furthermore, to the best 
of our knowledge, there is no such model used to test iris recognition using ViT technology while the 
closest research is facial action unit detection that using ViT technology. The accuracy obtained is 
much lower which is 64.2% by using BP4D dataset [16]. Due to the limitation of the existing methods, 
therefore, this study suggested a novel hybrid model consisting of CNN and ViT technologies to 
overcome the aforementioned issues and achieved better accuracy outcome. 
 
5. Conclusions 
 

In this study, a novel hybrid model of ViT and CNN for computer vision was proposed in the 
context of iris recognition. This model was successfully trained and test by using the iris dataset to 
verify the legitimate user. Among three publicly available datasets, BMDB dataset obtained the 
shortest testing time per image due to the image quality. A well generalize network is developed and 
has been experiment by using high quality iris image to get high accuracy and low error. This 
experimental study also demonstrates that by utilizing 50 epochs and a learning rate of 0.0001 are 
sufficient to achieve a better outcome with an accuracy of 93.88%. In the future, numerous potential 
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directions can be tested in different settings for robustness, scalability and security. This hybrid 
model also has the potential to be applied in various biometrics, such as face and retina recognitions.  
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