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In recent years, extensive research has been carried out on big data class imbalance 
problems using the clustering approach. The bibliometric analysis employs statistical 
techniques to map and assess trends in a specific research domain based on keywords, 
author affiliations, and citations. Bibliographic analysis assists us in comprehending 
unstructured big data. This study aims to present a comprehensive literature review on 
class imbalance problems using the clustering approach and identify gaps in the 
research domain using bibliometric analytical techniques. The Scopus and Web of 
Science databases were used to extract 663 articles on class imbalance data using a 
clustering approach published between 2010 and 2021. We used the VOS (Visualisation 
of Similarities) viewer to visualise the bibliometric analytical outcomes. Co-citation and 
co-word analysis were used to visualise the publication trend and identify areas of 
current research interest. The study's key findings evidenced a growing interest in the 
research domain. Herrera, f., and Chawla N. V. are dominant authors in this field, and 
China is leading the publication in the clustering approach for the big data imbalance 
problem. The top three affiliations are from China: Tsinghua University, the Chinese 
Academy of Sciences, and Beihang University. Conducting an in-depth bibliometric 
analysis using other databases such as Science Direct, IEEE, and Emerald is 
recommended. This study may assist researchers in understanding the nature of the big 
data imbalance problem using a clustering approach and providing insights for future 
research derived from these worldwide databases. 
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1. Introduction 
 

Data mining and machine learning are becoming crucial for data-driven decision-making in the 
current era of big data technologies. Data mining algorithms can extract meaningful patterns from 
structured and unstructured data [1]. It entails the creation of data models from existing data sets to 
gain insights into a phenomenon pattern, relationship, and prediction of an event. The classification 
model is a robust machine-learning technique. The goal of classification is to predict instances based 
on independent attributes accurately. Overall performance accuracy is a criterion used to assess the 
classifier's effectiveness. The higher the accuracy, the better the classification is.  

Dealing with imbalanced data sets is one of the challenges in the classification domain. 
Imbalanced data sets occur when one or more classes are underrepresented in the dataset. The 
imbalanced distribution is a common issue because the data instances of interest (such as fraud or 
cancer) are often rare in quantity. This problem is omnipresent in many real-world classification data 
sets, such as bone fracture prediction for osteoporosis prevention [2], customer churn prediction [3], 
and face re-identification [4]. A classifier could achieve a high accuracy rate in classifying the 
imbalanced dataset [5]. However, other performance indexes, such as Kappa statistics or sensitivity, 
can be very low. As a result, the accuracy rate is insufficient to assess a classifier's performance in 
imbalanced learning. This inaccuracy is due to inadequate information when using singular 
assessments like error rate or the overall accuracy rate in imbalanced learning. Furthermore, 
classifiers may treat the instances in the minority as outliers or simply ignore them. The classifier will 
have low sensitivity; thus, sampling and clustering methods have been proposed to address 
imbalance class problems.  

The imbalance data issue affects the performance of classifiers where the model will be biased 
toward the majority class. Even though the classification accuracy may be high, the model will have 
zero or low sensitivity. This issue affects prediction accuracy and leads to bias in decision-making 
since this situation tends to skew rigorously toward the majority class. Various studies have been 
carried out to tackle the imbalance issue and provide a meaningful classification with zero 
misclassification error. 

Japkowicz [6], identified the class imbalance problem, and it has received a great deal of attention 
from researchers and practitioners, resulting in an increasing number of publications on imbalanced 
learning. Due to the technological advancements in the twenty-first century, the amount of data 
generated doubles each year. The likelihood of encountering a significantly imbalanced dataset 
increases with data volume. A high-class imbalance, frequently observed in big data, complicates and 
challenges a learner's identification of the minority class because it introduces a bias in favour of the 
majority class. As a result, this becomes a tough task for the researcher to effectively distinguish 
between two classes (minority and majority), particularly in extremely imbalanced datasets. 

Thus, this study conducted a bibliometric analysis using the clustering approach to discover 
trends in big data class imbalance in this research domain. Bibliometric analysis is a superior option 
compared with meta-analysis and systematic literature review since it can summarise large amounts 
of bibliographic data to present the current state of the intellectual structure and emerging trends in 
a research field. Additionally, the visualisation of similarities approach in this study is appropriate 
when the scope of the review is broad and the dataset is too large for manual review [7]. This study 
aims to identify the gap in the research domain by adopting bibliometric analytical techniques and 
to determine networks (i.e., the links between authors, countries, institutions, and journals) and 
research attention (i.e., change in stated research keywords). In this work, we described the 
methodology of visualising bibliometric analysis with analytical tools to map the current research 
trend in the big data problem of class imbalance using the clustering approach. The analysis included 
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the focal key terms, journal selection process, and visualisation of the similarity matrix. The Scopus 
analyser, WoS analyser, and VOSviewer tool were used for bibliometric analysis. We then present 
and discuss the results and the directions for future research. 

The following is how this paper is structured: Section 2 provides an overview of bibliometric 
analysis literature focusing on big data imbalance problems using a clustering approach. The 
methodology used in the study is described in Section 3. Section 4 presents the results of the study 
and their in-depth discussion. Finally, Section 5 concludes the paper with some recommendations for 
future research. 

 
2. Bibliometric Analysis  

 
According to Hawkins [8], bibliometrics is "the quantitative investigation of the bibliometric 

characteristics of a body of literature." In other words, bibliometric analysis is a way of determining 
the influence of published papers and citations through statistical analysis. It aids researchers in 
determining the most active authors, institutions, nations, journals, and types of work within a topic, 
as well as the number of citations and author collaboration [9]. Bibliometrics analysis has gained 
prominence lately as it helps to identify trends in a research domain or topic [10-13]. 

Two aspects of bibliometric mapping that differ from the traditional structured review method 
are the development of bibliometric maps and their graphical display. In the bibliometric literature, 
creating bibliometric maps receives the most attention. Data on keyword co-occurrences can be used 
to generate so-called co-word maps, visual representations of a scientific field's structure [14]. The 
number of publications in which both keywords appear together in the title, abstract, or keyword list 
is the number of co-occurrences of two keywords [15]. In this technique, the article is considered the 
unit of analysis, whereas bibliometric mapping depicts interconnections among articles by showing 
how often an article is cited and co-cited by other articles [16]. 

Aside from co-word maps, bibliometric analysis using VOSviewer can generate co-citation 
analysis, which assumes that published articles in scholarly journals are based on their research on 
previously published articles [17]. In co-citation analysis, the degree to which researchers are cited 
in the same publication determines their relatedness. The greater the frequency with which two 
researchers are cited in the same publication, the closer they are related [18]. 

Many works in the machine learning literature have used bibliometric techniques [19], public 
health [20], and autoML in cash severity prediction [21]. However, there are limited studies on the 
clustering approach's bibliometric analysis of class imbalance problems. MARAŞ and Çiğdem [19], in 
2022, was the first study of bibliometric analysis on imbalanced datasets. The research consisted of 
data collected from Scopus throughout 1957-2021 for articles that include keywords imbalanced 
dataset, imbalanced big dataset, oversampling, smote, unbalanced big dataset, unbalanced dataset, 
and under sampling. The keywords search focused on the sampling techniques, from which 16255 
publications have been extracted, most of which cover the SMOTE and ensemble of SMOTE 
techniques. According to MARAŞ and Çiğdem [19], the imbalanced datasets problem is primarily 
studied by authors from the United States, China, and Germany. Nitesh V. Chawla and Francisco 
Herrera are the most cited first authors in the field. With recent development, imbalanced datasets 
in deep learning and big data have gained much attention. Although the emerging trend in the 
classification of imbalanced datasets with bibliometric analysis can be seen recently, there are still a 
few ongoing studies on the classification of imbalanced datasets using the clustering approach. Some 
bibliometric analyses cover topics on big data in agriculture [22,23], deep learning [24] and machine 
learning [25].  



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 38, Issue 2 (2024) 95-111 

98 
 

This study used a bibliometric technique to map class imbalance problem literary activity and 
assess the structure and patterns using quantitative methods in analysing journals, books, 
proceedings, and other publications. Scopus and WoS Analyzer were used to perform descriptive 
analysis on topics such as publication trends, top journals in terms of publications, affiliation and 
country statistics, and popular authors. Co-authorship network, co-citation, and co-word analysis 
were visualised using VOSViewer software. 

  
3. Methodology 
3.1 Database Choice and Searching Strategy 

 
The literature search was conducted in August 2022 to form a database of sources. Scopus and 

Web of Science (WoS) database were selected as it is the world's largest and most comprehensive 
abstracts and citation database, covering a wide domain of publications in science, technology, 
medicine, social sciences, and the arts and humanities. The following keywords of "Class Imbalance 
and Clustering" (("class imbalance") AND ("clustering")) OR "imbalance dataset and clustering" 
(("imbalance dataset") AND ("clustering")) were used in the search for the titles, abstracts, and 
keyword fields of the database. Only publications from 2010 to 2021 were considered for this study 
since the number of articles published before 2010 is between 1-3, with no significant trend that 
could be assessed. The preliminary search yielded 288 articles from the Scopus database search and 
375 articles from the WoS database search. These articles focused on class imbalance problems using 
a clustering approach and were restricted to the English language, irrespective of subject areas and 
source types. All 663 articles were reviewed during the screening stage based on the title and abstract 
relevancy. Articles were chosen using a macro approach (top-down), which began with a 
broad search based on article titles and progressed to an investigation of the relevance abstract using 
a clustering approach in an imbalanced dataset. As a result, 77 Scopus articles and 147 WoS articles 
were retained for further analysis. Each source of information extracted data elements such as the 
abstract, author name, year of publication, author keywords, author affiliation, name of the 
institution, name of the journal, and the number of citations. 

The article selection process is summarised in Figure 1. The data was exported to an Excel 
spreadsheet. Scopus Analyzer and VOSviewer were used to analyse the data. Scopus and WoS 
Analyzer were used to perform the descriptive analysis. The publication patterns, the most prolific 
journals, contributing authors, institutions, nations, and the most cited articles were all tracked using 
an Excel spreadsheet, Scopus, and WoS Analyzer for 12 years (2010 to 2021). The retrieved CSV text 
files were exported to VOSviewer to construct a bibliographic map and bibliometric network. 
VOSviewer was also used for co-citation and co-word analysis to explore research patterns and 
clusters in the field of study [15]. 

 
3.2 Analytical Tool 

 
 The main analysis tool used to map research trends in class imbalance problems with the 

clustering approach is VOSviewer version 1.6.18, based on bibliometrics. Van Eck and 
Waltman developed VOSviewer in the Java-based computer program that can construct, visualise, 
and explore node-link maps based on bibliographic data [26,27]. VOS is an abbreviation for Visualising 
Similarities, a mapping technique for computer programmers. Particularly, VOSviewer generates 
bibliometric maps through the three steps outlined below [27]: 
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i. A similarity matrix is obtained by normalizing the co-occurrence matrix. In which 
VOSwiever uses association strength as a similarity measure. Thus, the similarity sij 
between two items in the co-occurrence data is calculated using association strength as 

 

                                                                                                                                           (1) 

 
cij denotes the number of co-occurrences between items i and j, while wi and wj denote the total 

number of occurrences or co-occurrences of items i and j, respectively. 
ii. The VOS technique is applied to the previous step's similarity matrix. This step aims to 

minimise the weighted sum of all pairs of elements squared Euclidean distances 
 

min    subject to                                                          (2) 

 
where denotes the location of item i in a two-dimensional map, ||•|| denotes the 
Euclidean norm, and n denotes the number of items to be mapped. 

iii. Transform the solutions of Eq. (2) by translation, rotation, and reflection to ensure that 
VOSviewer produces consistent results. 

 
These three steps of the similarity matrix index are performed directly in the VOSwiever based 

on the predetermined threshold. 
The node-link map created by VOSviewer represents a bibliometric network of an object. Authors, 

articles, countries, affiliations, and keywords are the objects in this context. Each link has association 
strength represented by a positive numerical value. The greater the value of association strength, the 
stronger the connection between the objects. A high value indicates a strong connection. As a result, 
these maps are used to analyse a discipline's research trends visually. The overall summary of the 
methodology for Bibliometric Analytical Techniques is shown in Figure 1. 
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Fig. 1. Methodology for bibliometric analytical techniques 

 
4. Result and Discussion 
4.1 Description Analysis  

 
The number of academic articles on the subject is the most direct indicator of publication trends, 

and this number can adequately reflect the research process in a specific field. This section describes 
the distribution of article publications on imbalanced datasets using cluster analysis over time. Figure 
2 depicts the steadily rising publication trend from 2010 to 2021. Results showed that the publication 
was stagnant between 2010 to 2016, with only about 3 to 10 articles published. However, the number 
of related articles increased from 5 in 2000 to 54 in 2021. In the last 4 years (2017-2021), 180 articles 
have been published, constituting 80.3% of the total publications (224 articles) in this field. The hike 
in publications indicates that the application of clustering in addressing imbalanced datasets began 
to expand rapidly after 2016. The research outputs increased sharply from 2016 to 2017. There were 
224 articles published, and the trend over the years can be divided into two phases: the initial phase 
from 2010 to 2016 (which accounts for 19.6% of all articles published); and the growth phase from 
2017 to 2021.  
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Fig. 2. Publication trend of imbalance problem with clustering approach 

 
Figure 3 shows that when the number of publications in Scopus and WoS databases is compared, 

the WoS database contributes more published articles than Scopus, except in 2012. In general, WoS 
lead the publications in this field than Scopus. The growing number of publications reflects the 
academic interest in the clustering method for dealing with imbalanced datasets. Furthermore, the 
trend also suggests that there will be a further increase in the number of publications. 

 

 
Fig. 3. Comparison of publication trend between Scopus and WoS 

 
4.2 Journals  

 
Next, we determine the top journals on this research topic. The 224 retrieved articles were 

published in 138 different journals. Among these 138 journals, 113 (58%) published only one article, 
26 (12%) published two, 15 (7%) published three, and the remaining 53 (24%) published more than 
three articles. Table 1 lists the top four journals with the most publications in this field, and the 
journals are sorted by the number of articles published. The Information Sciences received the most 
citations (715), although it only published 8 articles in this field. On the contrary, Lecture Notes in 
Computer Science, which included subseries lecture notes in artificial intelligence bioinformatics, 
ranked first for the number of articles published (10), but only 25 citations. The journal that receives 
the highest number of citations is ranked as the top journal. Therefore, Information Sciences, IEEE 
Access, and Expert System with Applications were identified as the top-performing journals. 
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Table 1 
Top three journals in imbalance problem with clustering approach publication 
Journal Impact 

factor 
Number 
of 
citations 

Number 
of 
articles 

Percentage 
(%) 

Lecture Notes in Computer Science, including subseries lecture 
notes in artificial intelligence and bioinformatics 

2.1 25 10 5% 

IEEE Access 3.367 146 9 4% 
Information Sciences  5.524 715 8 4% 
Expert Systems with Applications 8.665 102 7 3% 

 
4.3 Countries and Affiliations 

 
Table 2 depicts the geographic distribution of the top five countries contributing to the imbalance 

problem with clustering approach publications. China contributes the most to publications, with 90 
(36%) articles, followed by India, with 34 (14%) articles. These two countries predominate the 
publication in this field. Nonetheless, the distribution of countries' publications worldwide still 
indicates that this field of study receives global attention.  

According to MARAŞ and Çiğdem [19], the imbalanced dataset problem is primarily studied by 
authors from the United States, China, and Germany. However, in this study, China and India appear 
to be the most productive countries for publishing imbalanced datasets using the clustering 
approach. 

 
Table 2 
Top 5 countries contributing to the topic of the imbalance problem with a clustering approach 
Location China India USA Taiwan South Korea 
Number of articles 90 34 20 13 12 
Percentage (%) 36% 14% 8% 5% 5% 

 
To further analyse the country's co-authorship in this field, a visualised network map created by 

VOSviewer for the collaboration between the countries is displayed in Figure 4. The node size on the 
map represents a country's influence in this field, while the thickness of links indicates cooperative 
closeness among different countries. Based on Table 2, the three most productive countries are 
China, India, and USA. Among these three countries, collaboration only exists between China and 
USA. Despite being second in the ranking, India has no collaboration with other countries.  

 

 
Fig. 4. Countries who work together 
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We also look at the top research affiliations in this field. Based on Scopus and WoS Analyzer, the 
list of the top four institutions that published the most papers on imbalance problems with the 
clustering approach, geographic location, number of articles published, and number of citations is 
shown in Table 3. State University System of Florida and Beihang University rank first and second, 
respectively, in terms of the number of articles published. However, these two affiliations have fewer 
citations (20 and 25, respectively) than Tsinghua University, which has 45 citations despite only 
publishing four articles. Therefore, it is noticeable that Tsinghua University is more influential. Of the 
4 top affiliations, 3 come from China, implying that China significantly impacts this field.   

 
Table 3 
Top four affiliations contributing to the imbalance problem with a clustering approach 
Affiliations Country Number of articles Number of citations 
State University System of Florida US 5 20 
Beihang University China 5 25 
Chinese Academy of Sciences China 4 35 
Tsinghua University China 4 45 
 

4.4 Co-Authors Analyses  
 
In this section of co-author's citation analysis, the unit of analysis is co-authors. The authors in 

this study were chosen based on a minimum of ten citations. Table 4 and Figure 5 show the prominent 
co-citation authors and network visualisation in this field, respectively. A total of 99 authors out of 
3274 authors met the threshold and were chosen for co-citation network analysis. The total link 
strength of authors was calculated for each of the 99 authors. However, only the top six total link 
strengths were reported in Table 4, and those with fewer than 50 citations were excluded from this 
study. Herrera, F. was identified as the author with the greatest total link strength of 4131 with the 
highest citations of 102. Chawla, N.V. came second with 3307 total link strength and 96 citations. The 
other three authors, Fernandez, A., Hall, L.O., and Japkowicz, N., have fewer than 100 citations with 
total link strength of 2900, 1989, and 1971, respectively. In this study, the prominent co-citations are 
Herrera, f. and Chawla N. V., supported by [18], since these two authors emerge as the most cited 
first authors. 

The size of the nodes represents the normalised number of citations received by articles, while 
the thickness of the line represents the strength of co-citation ties. Moreover, the colours of the 
nodes indicate the identified cluster to which the article belongs.  
 

Table 4 
The five prominent authors with the highest total link strength 
Authors Total link strength Citations 
Herrera, F. 4131 102 
Chawla, N. V. 3307 96 
Fernandez, A. 2900 72 
Hall, L. O. 1989 57 
Japkowicz, N.  1971 56 

 
As shown in Figure 5, VOSViewer developed 4 clusters where the cluster marked in red was the 

strongest cluster with 37 items, followed by a green colour cluster which consisted of 32 items. A 
blue cluster with 29 items was identified as the third strongest cluster, and the weakest cluster was 
a yellow cluster with only 1 item. As a result, the authors actively cited in this field can be found in 
the clusters mentioned above. 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 38, Issue 2 (2024) 95-111 

104 
 

 

 
Fig. 5. Visualising the Co-citation Network 

 
4.5 Co-Citation Analysis  

 
Citations are used as a measurement of academic influence. If a publication or an author has high 

citations, the publication or author is considered influential in the field. The most highly cited articles 
on the imbalance problem with the cluster approach are shown in Table 5. The year of publication, 
total citations, the title, the authors, and technique/impact are listed for each article. 
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Table 5 
Most cited articles on imbalance problems with cluster approach 
Year Total 

citation 
Title Authors Technique / Impact 

2017 
 

335 
 

Clustering-based undersampling in 
class-imbalanced data 

[28] Clustering-based undersampling approach with the 
nearest neighbours of the cluster centres 
outperformed five state-of-the-art approaches.  

2018 
 

290 Improving imbalanced learning 
through a heuristic oversampling 
method based on k-means and 
SMOTE 

[29] The oversampling method based on k-means and 
SMOTE outperforms other popular oversampling 
methods. 

2019 
 

117 Under-sampling class imbalanced 
datasets by combining clustering 
analysis and instance selection 

[30] The Cluster-Based Instance Selection (CBIS) method is 
introduced, which combines clustering analysis and 
instance selection. CBIS perform significantly better 
than the other six state-of-the-art with Bagging and 
boosting-based MLP ensemble as classifiers. 

2021 100 An ensemble machine learning 
model based on multiple filtering 
and supervised attribute clustering 
algorithm for classifying cancer 
samples 

[31] Multiple Filtering and Supervised Attribute Clustering 
algorithms were proposed based on the Ensemble 
Classification model (MFSAC-EC). The proposed 
method is significantly better than high-dimensional 
microarray gene expression datasets. 

2021 92 Robust Vehicle Classification Based 
on Deep Features Learning 

[32] Semi-Supervised Fuzzy C-Mean (SSFCM) clustering 
was discussed. SSFCM can reduce the sensitivity of 
unsupervised fuzzy C-means (FCM) clustering 
algorithm and improve the classification performance 
when dealing with the multi-class imbalanced 
dataset. 

2017 
 

81 Evolutionary Cluster-Based Synthetic 
Oversampling Ensemble (ECO-
Ensemble) for Imbalance Learning 

[33] Cluster-based oversampling ensemble framework 
outperforms current state-of-the-art ensemble 
algorithms by tackling class imbalance problems. 

2017 77 Fast-CBUS: A fast clustering-based 
undersampling method for 
addressing the class imbalance 
problem 

[34] Fast-CBUS and the Pareto frontier are superior in 
both computational cost and performance. 

2014 74 Cluster-based sampling of multi-
class imbalanced data 

[35] Clustering with sampling for Multi-class Imbalanced 
classification using Ensemble (C-MIEN) achieves 
higher performance than state-of-the-art methods.  

2019 70 Semi-Supervised Deep Fuzzy C-Mean 
Clustering for Imbalanced Multi-
Class Classification 

[36] Semi-supervised deep Fuzzy C-mean clustering for 
imbalanced multi-class classification (DFCM-MC) 
could perform better due to their ability to recognise 
and consolidate fundamental information from 
unsupervised data. 

2020 
 

65 A Boosting-Aided Adaptive Cluster-
Based Undersampling Approach for 
Treatment of Class Imbalance 
Problem 

[37] Boosting aided adaptive cluster-based undersampling 
was discussed. 

 
The most influential article was written by Lin W.C, Tsai C. F., Hu Y. H., and Jhang J. S. in 2017 with 

355 citations and published in the information science journal. The second and third-highest citations 
were 269 and 107 times, respectively. These two articles received a high number of citations as their 
publications were relatively recent in 2018 and 2019. All the authors of the third-highest article are 
also authors of the first article, except for Yao G. -T.    

The top 10 articles, as presented in Table 5, employed clustering methods involving nearest 
neighbours, k-means, affinity propagation, and fuzzy C-means. Four of the ten papers used method 
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clustering with undersampling [28,30,34,37], and two used method clustering with oversampling 
[29,33]. Moreover, two of the top three studies conducted clustering with undersampling [28,30] and 
one applied clustering with oversampling. When implementing the clustering strategy, clustering 
with undersampling is the most frequently employed approach for addressing imbalance issues. 

 
4.6 Co-Word Analysis   

 
 Co-word analysis was applied to show the relationship among the keywords in each field [38]. A 

keyword is the unit of co-word analysis. The threshold should be established based on the number 
of times the keywords appear in a document [39]. A typical mapping of co-word analysis begins by 
importing a text file from the Scopus database into VOSviewer. VOSViewer has a powerful user 
graphic interface to generate maps easily [40,41]. Meanwhile, VOS mapping is used in VOSviewer to 
generate a two-dimensional diagram that depicts the location of two elements based on their 
distance [40]. 

Based on the 224 articles, all keywords were extracted to generate a map of the co-word network, 
as shown in Figure 6. The threshold was set to a minimum recurrence of 9 times, resulting in 28 
keywords meeting this criterion. Figure 6 depicts the relationships between the keywords in this 
research area. It is important to note that the thickness of the line demonstrates the strength of the 
keyword co-occurrence. The elements on the map's edges have a small number of links, whereas the 
central location indicates strong relationships with a larger number of other keyword groups [42]. 
VOSviewer generated five clusters using the cluster approach, as shown in Figure 6. The keywords 
were divided into clusters based on their frequent co-occurrence in specific Scopus-indexed articles. 
Figure 6 depicts five distinct colours: red, green, blue, yellow, and purple, corresponding to clusters 
1, 2, 3, 4, and 5, respectively. Each bubble represents a keyword, and the size of each bubble is 
proportional to the co-occurrence frequencies of keywords. 

Figure 6 shows that the strongest keyword is imbalanced data with a big red bubble, linked to 
more diverse groups of other keywords or frequently appeared in imbalanced problem studies. 
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Fig. 6. Visualising co-word network on imbalance problem with a clustering approach 

 
This fact is further corroborated by Table 6, which shows that it appeared 41 times. The second-

most common keyword is clustering, which appeared 64 times in Table 6 and is depicted in Figure 6 
with a green colour centre.  

 
Table 6 
Most frequently used keywords on imbalance problems with 
the clustering approach 
Keywords Frequency 
class imbalance 63 
clustering 62 
Classification (of information) 42 
Imbalanced data 41 
classification 38 
Under-sampling 32 
oversampling 29 
Clustering algorithm 24 
Data mining 23 
Machine learning 23  

                          
Table 7 lists all the keywords for the five clusters. Cluster 1 with 12 items, 'classification (of 

information)', 'imbalanced data', 'clustering algorithms', 'data mining', 'machine learning', 'class 
imbalance problems', 'learning systems', 'learning algorithm', 'cluster analysis', 'class imbalance 
learning', 'artificial intelligence', and 'Imbalance classification', are the most frequently used 
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keywords. Meanwhile, Cluster 3 consists of 'classification', 'imbalanced datasets', 'over sampling', 
'over-sampling', and 'within-class imbalance'. Cluster 1 and 3 are merged to create a group that 
primarily concentrates on classification, encompassing class imbalanced data and data mining 
techniques. The second group comes from Cluster 2 and 4, which consists of articles mainly about 
techniques to deal with imbalance issues such as clustering, undersampling, oversampling and k-
means clustering, with the following keywords appearing frequently: 'class imbalance', 'clustering', 
'under-sampling', 'oversampling', 'undersampling', 'k-means', 'imbalance dataset', 'SMOTE', 
'imbalanced datasets', 'k-means clustering', and 'classification algorithm'.  

 
Table 7 
Keywords for the four clusters on imbalance problems with a clustering approach 
Cluster 1 
(12 Items) 

Frequency Total link 
strength 

Cluster 2 
(8 Items) 

Frequency Total link 
strength 

classification (of information) 42 204 class imbalance 63 209 
imbalanced data 41 123 clustering 62 192 
clustering algorithms 24 103 under-sampling 32 109 
data mining 23 112 oversampling 29 104 
machine learning 23 74 undersampling 17 70 
class imbalance problems 19 84 k-means 13 33 
learning systems 14 61 imbalance dataset 11 48 
learning algorithm 13 77 SMOTE 11 28 
cluster analysis 12 66 

 
 

class imbalance learning 11 37 
artificial intelligence 9 42 
Imbalance classification 9 34 
Cluster 3 
(5 Items) 

Frequency Total link 
strength 

Cluster 4 
(3 Items) 

Frequency Total link 
strength 

classification 38 138 imbalanced datasets 16 86 
imbalanced datasets 11 36 k-means clustering 16 73 
over sampling 11 79 classification algorithm 12 67 
over-sampling 10 49 

 within-class imbalance 9 42 
 

Table 8 summarises them into two groups of research focus. 
 

Table 8 
Research focus of four clusters in the imbalance problem with clustering approach 
Groups Number of items Research focuses 
Cluster 1 and 3 17 Class imbalance data and data mining techniques, which could be 

referred to as classification 
Cluster 2 and 4 11 Techniques to deal with imbalance issues include clustering, 

undersampling, oversampling, and k-means clustering 
 

5. Conclusion 
 
This study applied bibliometric analysis to visualise scientific research on big data class imbalance 

problems with a clustering approach. A total of 224 out of 663 articles were extracted and analysed. 
The publication trends in big data class imbalance with clustering approach are increasing. China has 
the highest number of publications. Information Science, IEEE Access, and Expert Systems with 
Applications are the leading journals in this field. The top four leading institutions in addressing big 
data class imbalance problems are Tsinghua University, the Chinese Academy of Sciences, Beihang 
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University, and the State University System of Florida. Since the top three affiliations are from the 
same country, it is consistent with China being the top country in this field. 

According to this study, China and India dominate the publications of imbalanced datasets using 
the clustering approach, yet there is no cooperation between them. In contrast, China and the United 
States have collaborative research. In this study, the prominent co-citations are Herrera, f. and 
Chawla N. V., and both of them are neither from China nor India.  

The clustering methods used in the top 10 articles were nearest neighbours, k-means, affinity 
propagation, and fuzzy C-means.  Four of the ten papers used the clustering method with 
undersampling [28,30,34,37], and two used the clustering method with oversampling [29,33]. The 
top three articles [28-30] conducted clustering with undersampling and with oversampling. 
Clustering with undersampling is the most often used method for dealing with imbalance problems 
when performing the clustering strategy. 

Bibliometric analysis is useful for mapping research trends, article citations, and keyword analysis. 
Future research may consider performing bibliometric analysis on the imbalance problem using a 
clustering approach of other databases such as Science Direct, Emerald, and Elsevier. In terms of 
searching for titles, abstracts, and keywords in the database, future researchers might use the top 
keywords obtained in this study, such as 'imbalanced data' and 'clustering algorithms,' rather 
than 'Class Imbalance and Clustering' and 'imbalance dataset and clustering' that used in this study. 
Incorporating this aspect could increase the number of articles, thereby enhancing the accumulation 
of additional insights. This study provides insight into the general research trends in big data class 
imbalance using a clustering approach of bibliographic analysis. 
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