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High-dimensional data is collected from various sources, fields, and applications such as 
medicine, science, business and more to provide helpful information to others. 
Unfortunately, the complexity of high-dimensional data has made it difficult to interpret 
and understand. As a result, sophisticated data analysis is required to extract knowledge 
and information from it. This can be illustrated through a visualization presentation. 
However, overlap between data can occur during visualization as data increases. 
Indirectly, it can cause a cluttered visual presentation. As a result, it affects the visual 
perception of high-dimensional data patterns. High-dimensional data can be deeply 
explored using dimension arrangement and scaling to overcome it. The arrangement of 
dimensions is essential since the relationship between these dimensions can influence 
the existence of an efficient cluster. This dimension is arranged based on the correlation 
value. The dimension that is more related will be placed next to each other. While 
performing clusters, dimensions will be scaled in or out. These features are available 
through Star Coordinate (SC) technique. This paper aims to conduct an exploratory data 
analysis in the SC environment where users can visualize and interact in a low-
dimensional data visualization space. This paper demonstrates data dimensions 
manipulation's importance in structuring the projected space layout using two data 
sets. As a conclusion, formation of clusters was crucial and manipulation of data 
dimensions were essential to structure the projected space layout. The proposed 
approach has helped users find significant cluster formations by randomizing the scaling 
and order of dimensions. 
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1. Introduction 
 

Multivariate, high-dimensional, and multidimensional data are all synonyms [1]. The generation 
of multidimensional data is increasingly common in a wide range of research fields, such as 
healthcare [2], transportation [3,4], weaponry system simulation [5] and agriculture [6]. The 
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complexity of these data has made them vital to many fields. Hence sophisticated data analysis 
method is required to extract knowledge from it.  

Hence sophisticated data analysis method to overcome related issues concerning high 
dimensional data or visual analysis have been gravely considered in light of the useful and beneficial 
knowledge that can be derived from interacting with the high dimensional data. 

A common issue when working with high-dimensional data is the well-known curse of 
dimensionality [7]. This is due to the overlapping data when data is gets larger. The curse of 
dimensionality can be overcome by undergoing pre-processing techniques. This technique can 
reduce dimensionality [8]. Reducing the dimensionality is essential to avoid clutter visualization 
presentation [9]. In detail, the critical dimensions will be visualized, while the less important ones will 
be ignored and detached from the visualization.  

Another method of extracting meaningful information is recognizing user interactions for visual 
analysis. Therefore, it facilitates decision-making or concludes something. In another way, adding 
interactive visualizations can enable and guide data analysis processes and perform various tasks 
such as exploration, feature selection, and clustering. Thus, exploratory data analysis can act as a 
method designed to get an overview of data. Various techniques are used to generate a visual 
representation of high-dimensional data. 

Exploring high-dimensional data is difficult [10]. Large numbers of dimensions can cause clutter 
in projecting the visualization. Thus, it is difficult for users to discover and interpret the data. 
Dimension manipulation can significantly affect visualization expression. It is believed that the 
relationships among adjacent dimensions are more visible than those among dimensions positioned 
far from each other. 

In the SC environment, dimensional arrangement and dimensional scaling assist the visual 
discovery of patterns within the data. Different arrangements of dimensions and scaling features are 
believed to have different cluster appearance effects [11]. Previous studies on dimension 
manipulation suggested that properly manipulating attribute dimensions is paramount to uncovering 
patterns in SC layouts, and the order of the dimension plays an essential role in this context [12]. 
Users can gain the perspective they choose with this feature. For example, Yang et al., [13] proposed 
an interactive hierarchical dimension ordering, spacing, and filtering approach based on dimension 
hierarchies derived from similarities among dimensions, called DOSFA. They used a bottom-up 
agglomerate dimension clustering algorithm. 

While Artero et al., [14] introduced a technique called SBAA (Similarity-Based Attribute 
Arrangement), the data dimension highly correlated with others is removed from a visualization 
display, either automatically or by a user activation. This method helps to reduce visualization clutter 
and assists the user in finding out the most relevant data attributes for a particular task. Effective 
dimension manipulation, such as dimension arrangement and scaling, is critical for visually exploring 
such data sets. High-dimensional visualization techniques like Parallel Coordinates and SC directly 
show the relationships between dimensions by how the dimensions are arranged and scaled. They 
facilitate the visual discovery of patterns within the data. Mainly, the evaluation of the effectiveness 
of the dimension arrangement from the perspective of visual information is typically carried out using 
human intervention. However, to overcome that, Caro et al., [15] used the Davies-Bouldin index for 
cluster analysis to compute the visual quality of the information being plotted by Radviz.  

Besides, Suematsu et al., [16] present a framework that displays an arrangement of low-
dimensional data visualization spaces. This technique takes the dimensions of the input data sets into 
groups of lower dimensions based on their correlations or other relationships. Dimensions with a 
lower value will be visualized as independent rectangular spaces. In addition, Stahnke et al., [17] 
contributed to the concept of probing. It is a method that allows the viewers to see the approximation 
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errors, question the positioning of the dimension on why the dimension is placed far apart or close 
together, compare them to each other, and visualize the influence of data dimensions on the 
projection space.  

Furthermore, Ameur et al., [18] proposed an approach for visual mining association rules 
(classification) from data or clusters based on dimensions reordering using an adapted parallel set. 
They used a parallel set [19] as a Knowledge Discovery in Databases (KDD) tool to visualize, explore, 
interpret, and extract association rules from data and clusters. However, with their manner, i.e., 
displaying the clusters and rules simultaneously unless other, they use visualization techniques to 
visualize the results of the association rules mining process. Also, Abdul Khalid et al., [11] assisted 
novice users in manipulating interactive SC features to obtain better cluster visualization for user 
understanding. Thus, it assists the users in other cluster exploration – between dimensions angle in 
360 degrees-based correlation value and within an equal angle.  

In another study, He et al., [3] contributed to solving trajectory data problems for mining trucks. 
Because the substantial analysis of trajectory data may involve dimensions that exceed space, they 
found that larger dimensions can cause difficulties in analyzing the internal correlation between 
dimensions. Hence, they developed a general-purpose modelling framework for high-dimensional 
trajectory databases, which can gain helpful knowledge about mining trucks. The solution is based 
on the SC environment and is implemented in a scalable spatial database system centred on actual 
mining truck data. Talukder & Deb [20] have demonstrated a new visualization approach 
(PaletteStarViz), where this approach uses an SC environment to address the issue of high-
dimensional Pareto-optimal data visualization to aid a multi-criteria decision-making (MCDM) task.   

Zhu et al., [21] developed a methodology for three-dimensional (3D) radial visualization (RadViz) 
of high-dimensional data. Previously, classical two-dimensional (2D) RadViz visualized multivariate 
data in the 2D plane. This method maps every observation to a point inside the unit circle. Then 
RadViz3D allocates anchor points uniformly on the 3D unit sphere. They proved that this uniform 
distribution provides the best visualization with minimal artificial visual correlation for data with 
uncorrelated variables.  

Cheng et al., [22] have addressed the problem of identifying interfaces and boundary nodes in 
clustered social networks. This node can be identified as the interface between unclear clusters, or 
their boundaries cannot be easily assigned to any cluster. For example, identifying these nodes is 
relevant in marketing applications. Unfortunately, this identification task is less well studied than 
other network analysis tasks such as clustering, central node identification and motif detection. They 
approach this task by deriving new geometric features from network structures that naturally lend 
themselves to an interactive visual approach to identify interfaces and boundary nodes. 

Above all the dimensional arrangement and dimensional scaling practices, this paper aims to 
represent an exploratory data analysis in an SC environment where users can visualize and interact 
in low-dimensional data visualization spaces. This paper also focuses on assisting analysts in 
examining clusters using SC representations to understand the details of the data. As well as to 
understand the significance of data dimensions in structuring the layout in the projected space. This 
work is organized as follows: Section 2 presents the related works; Section 3 explains the 
methodology; Section 4 shows the dimension manipulation result; Section 5 discusses the result 
obtained; the work is concluded in Section 6. 
 
2. Methodology  
 

Figure 1 shows the workflow of the random dimension manipulation experiment. The experiment 
has five phases, producing a crucial result for the next phase. 
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Fig. 1. Workflow of random dimension manipulation in SC environment 

 
2.1 Phase 1: Choose High Dimensional Data 
 

Two data sets are utilized in this experiment. Firstly, the credit card data set [23] summarizes the 
usage behavior of about 9,000 active credit card holders during six months with 18 behavioral 
dimensions. Secondly, the diabetes data set [24] is used to diagnostically predict whether a patient 
has diabetes based on specific diagnostic measurements included in the data set. Table 1 and Table 
2 list the dimension description for both data sets. 

 
Table 1 
Dimension description of the credit card data set  

Dimensions Description 
cust_id Identification of credit card holder (categorical) 

balance Balance amount left in their account to make 
purchases 

balance_frequency 
How frequently the balance is updated, a score 

between 0 and 1 (1 = frequently updated, 0 = not 
frequently updated) 

purchases Number of purchases made from the account 
oneoff_purchases Maximum purchase amount did in one-go 

installments_purchases Amount of purchase done in instalments 
cash_advance Cash in advance given by the user 

purchases_frequency 
How frequently the purchases are being made, a 

score between 0 and 1 (1 = frequently purchased, 0 = 
not frequently purchased) 

oneoff_purchases_frequency 
How frequently purchases are happening in one go (1 

= frequently purchased, 0 = not frequently 
purchased) 

purchases_installments_frequency How frequently purchases in instalments are being 
made (1 = frequently done, 0 = not frequently done) 

cash_advance_frequency How frequently is the cash in advance being paid 

cash_advance_trx Number of transactions made with "Cash in 
Advanced" 

purchases_trx Number of purchase transactions made 
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Dimensions Description 
credit_limit Limit of credit card for user 
payments Amount of payment done by the user 

minimum_payments Minimum number of payments made by the user 
prc_full_payment Per cent of full payment paid by the user 

tenure Tenure of credit card service for user 
 

Table 2 
Dimension description of the diabetes data set  

Dimensions Description 
pregnancies Number of times pregnant 

glucose Plasma glucose concentration 2 hours in an oral 
glucose tolerance test 

blood_pressure Diastolic blood pressure (mmHg) 
skin_thickness Triceps skin fold thickness (mm) 

insulin 2-Hour serum insulin (mIU/L) 
BMI Body mass index (weight in kg/(height in m)2) 

diabetes_pedigree_function diabetes pedigree function 
age Age of patient 

outcome Class variable (0 or 1) 268 of 768 are 1, the others 
are 0 

 
 
2.2 Phase 2: Plot Data in SC Environment 
 

In the SC environment, the data was then plotted. Without first selecting which relevant data 
dimension should be displayed, all data were visualized in this phase. Each dimension's default 
position was determined based on the order of data dimensions in raw data. The default position is 
organized based on the code in ascending order, as illustrated in Figure 2(a) and 2(b) for the credit 
card and diabetes data set. 
 

 
 

(a) (b) 
Fig. 2. Default anchor for the (a) credit card and (b) diabetes data set 

 
2.3 Phase 3: Choose an Anchor 
 

During the visualization, a particular dimension was randomly selected as an anchor. Two 
elements should be considered during the selection: independent and dependent dimensions. The 
anchor serves as an independent dimension. The non-anchor dimensions are called dependent 
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dimensions. The anchor can be alternated to examine the effects on the dependent dimensions. The 
interchange of independent dimensions and the arrangement of dependent dimensions affects the 
appearance of cluster visualization. The arrangement of dependent dimensions was tested and 
measured in Phase 4. 
 
2.4 Phase 4: Random Dimensions Manipulation 
 

Phase 4 includes randomized dimension arrangement and scaling. The task information is 
described below. 
 
2.4.1 Random dimension arrangement 
 

Dimensions were randomly rearranged to exhibit cluster patterns. This study was not interested 
in the rationale behind placing the dimensions adjacent to one another. It essentially focused on 
identifying the clusters. Dimensions can be changed randomly based on the user's needs to produce 
distinct clusters. Finally, each data dimension's angle needs to be distributed equally. Section 4 shows 
the results obtained from random dimension manipulation using the selected data set (card credit 
and diabetes data set). 
 
2.4.2 Random dimension scaling 
 

After dimensions were randomly arranged, the random dimension scaling experiment was 
conducted. A clear cluster presentation from overlapping data visualization can be obtained through 
dimension scaling. As previously indicated, users have limited knowledge of using the SC technique. 
As a result, users randomly resized the dimensions to improve visibility and make clusters more 
obvious. A scale was applied to a particular dimension. It was accomplished by adjusting each 
dimension's length. The chosen dimensions can be lengthened (expanding) or shortened (collapsing) 
following any respected dimension. As a result, it can aid users in comprehending many cluster trends 
that emerge during visualization. 
      
3. Results  
 

Results were obtained using two (2) different anchors for the credit card data set, two (2) 
different anchors for the diabetes data set and Figures 3 and 4. Both figures are randomly plotted 
with all dimensions using the same angle in the SC environment. Dimensions are plotted in sequence 
from the data. 

 
3.1 Random Dimension Arrangement 
 

Figures 3 and 4 show that both figures are randomly plotted with all dimensions using the same 
angle in the SC environment. Dimensions are plotted in sequence from the data. The same data set 
is shown in Figure 3(a) and 3(b), but with different axes and anchor dimension arrangement. Angles 
for every data dimension in this experiment were distributed equally, clockwise and in a circle 
arrangement. This experiment aimed to identify any cluttered and overlapped data distribution. 
Another aim was to identify if interpreting high-dimensional data could be affected by different 
dimension arrangements in a data pattern distribution.  
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The relationship between dimensions was not very clearly portrayed, as shown in Figure 3. As a 
result, it was challenging to determine the relationship between the dimensions and extract relevant 
information. Figure 3(a) shows the data distribution when the dimensions are arranged in the default 
arrangement. The positions of data dimensions are placed regardless of how closely connected data 
dimensions are. Simply displaying the default dimension arrangement is not that revealing. An 
excellent first step is to use other dimensions as the anchor to explore more about the relationship 
between other data dimensions. 

A new cluster can be recognized as the balance dimension presented as an anchor in Figure 3(b). 
In Figure 3(b), deciding purchases frequency dimension as an anchor, a cluster emerges clearly when 
data distribution becomes more compressed at the upper SC plot. The data were plotted using a trial-
and-error procedure based on other dimensions to obtain valuable information. The data distribution 
pattern becomes more expansive as the anchor changes. 

Without knowing the rationale for arranging the orders of data dimensions, Figure 3(c) still 
expresses the appearance of clusters. Packed cluster appearances are revealed at the upper side of 
the SC plot, as seen in Figure 3(d). The appearance was created using the bare minimum of prior 
knowledge of data dimension arrangement. Unfortunately, crucial data still cannot be understood in 
Figure 3(e) – 3(f) because there are no apparent patterns in the data distribution. 
 

 

c

  

(a) cust id (b) purchases frequency © oneoff purchases frequency 

 

 
 

(d) oneoff purchases frequency (g) prc full payments (h) tenure 
Fig. 3. Random arrangement with 135ifferent anchors using the same angle in SC for credit card data set 
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The dimensions arrangement for the diabetes dataset is shown in Figure 4. As usual, the first 
arrangement was plotted based on the default dimension order from the raw dataset, with the 
pregnancies dimension as an anchor. Another dimension was selected as an anchor to see how the 
other cluster emergence differed from Figure 4(a). 

 

   
(a) pregnancies (b) skin thickness (c) diabetes pedigree 

function 

  
(d) age (e) pregnancies 

Fig. 4. Random arrangement with different anchors using the same angle in SC for the diabetes data set 
 

In Figure 4(b), two light clusters have been observed at the SC plot's upper center and bottom 
right. While the diabetes pedigree function acts as an anchor in Figure 4(c), data distribution becomes 
more expensive, and two light clusters emerge. In Figure 4(d), the data distribution becomes crowded 
at the upper and right sides of the SC plot, with a dense cluster at the right bottom has been 
discovered. As in Figure 4(e), the data distribution moves to the SC plot's right side, and no apparent 
cluster emerges. 

Indeed, customizing dimension arrangement through a time-consuming trial-and-error approach 
is a challenging task. It took a long time to use the trial-and-error procedure and obtain accurate 
cluster results. The proposed method was therefore put into practice to get over this issue. However, 
it was difficult for users with little background in the SC technique to comprehend this method, and 
it was time-consuming to study to master the cluster patterns. 
 
3.2 Random Dimension Scaling  
 

In this part, the result of dimension scaling will be described. Figures 5 and 6 illustrate dimension 
scaling for the credit card dataset and diabetes dataset, respectively. The green axis represents 
positive values, while the axis with yellow color represents negative values. The scaling feature was 
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used for various anchors, as indicated by the red arrows. The green color dimensions represent the 
positive value from 0 to 1, and the yellow represents the negative value from -1 to 0 [25]. 

 
 

   
(a) cust id (b) purchases trx (c) purchases 

   
(d) oneoff purchases (e) cash advance (f) purchases frequency 

Fig. 5. Random dimension scaling with different anchors and data dimensions using the same angle in SC for 
credit card dataset 

 
Figure 5(a), the dimension arrangement is organized in default order as in the raw dataset 

sequence. Other dimensions have been scaled in various lengths. From this illustration, it showed 
that four significant clusters have appeared. As for Figure 5(b) – 5(f), the different clusters emerged 
with numerous data distribution formations. Each visualization represents a different dimension as 
its anchor. Due to the high dimensional data in the credit card dataset, with 18 dimensions, every 
detail's name will not be stated. The most important thing here is that this experiment managed to 
represent data clusters, and the user can gain important information from it. 

 

   
(a) pregnancies (b) glucose (c) blood pressure 
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(d) skin thickness (e) insulin (f) BMI 

   
(g) diabetes pedigree function (h) age (i) outcome 

Fig. 6. Random dimension scaling with different anchors and data dimensions using the same angle in SC for 
diabetes dataset 

 
The initial dimension scaling attempt is depicted in Figure 6(a). Using the pregnancies dimension 

as an anchor, we can get two clusters by scaling down several dimensions such as diabetes pedigree 
function, age, skin thickness, blood pressure, and pregnancies. Moreover, we are scaling up specific 
dimensions like BMI, insulin, glucose, and outcome. A smaller (shorter) axis suggests a lesser 
contribution to visualization. Compared to other data dimensions, diabetes pedigree function, age, 
skin thickness, blood pressure, and pregnancies have a lower contribution to visualization in Figure 
6(a). However, it is unclear to what extent the dimensions of this data suggest that they have minimal 
impact on cluster performances.  

Throughout Figure 6(b) – 6(i), there is apparent cluster formation. Some anchors are being scaled 
down, for example, skin thickness, insulin, and BMI. Furthermore, specific anchors such as glucose, 
blood pressure, diabetes pedigree function, age, and outcome are being scaled up. Based on this 
result in Figure 6(b) – 6(i), within this experiment scope, it can be suggested that skin thickness, 
insulin, and BMI do not have a higher impact on diabetes diagnosis. On the other hand, glucose, blood 
pressure, diabetes pedigree function, age, and outcome relate to diabetes diagnosis to predict 
whether a patient has diabetes. 
 
 
4. Conclusions 
 

This paper discovered that data are scaled through trial and error if clusters appear without 
knowing how much each data dimension contributed to the final visualization. It was complicated 
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and an arduous task to get reliable clusters results using the trial-and-error method. Nevertheless, it 
provided users with much needed experience and knowledge especially on the importance of 
dimension manipulation for high- dimensional data. Interactive operations in the SC environment 
aim to explore and visualize the dataset in different projection planes. Users can often get much more 
information from dynamic visualization, especially in an SC environment. This paper presents random 
dimension manipulation for visualizing clusters using high-dimensional data. The contribution of this 
work is to enable users to interact with the SC technique using random dimension arrangement and 
scaling features. It allows a clear cluster presentation from overlapped data visualization by randomly 
alternating different dimensions as an anchor and randomly adjusting dimension axes' length (scale 
down or scale up). However, to improve high dimensional data visualization, it is suggested that 
correlation measurement is conducted to aid dimension axes manipulation and enable search for 
axes configurations that maximize the visual cluster. 
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