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Reservoirs are important for flood mitigation and water supply storage. The reservoir 
water release decision, however, must be intelligently modeled due to the unknown 
volume of input. The model can help reservoir operators make early water release 
decisions during heavy rainstorms and hold water during drought seasons. One of the 
promising techniques has been a machine learning-based forecasting model. Therefore, 
in this study, several machine learning models were identified and compared in terms 
of performance using Mean Absolute Error (MAE), R-Square, and Root Mean Square 
(RMSE). The findings show that VARMAX has the highest R-squared value. This identifies 
the data set as a time series having a seasonal component. ARIMA, on the other hand, 
is unable to produce adequate results when a seasonal component is included. Both 
models' MAE and RMSE values accurately reflect the above-mentioned argument. 
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1. Introduction 
 

Reservoir is a manmade or natural lake used to store water. Typically, reservoirs are built to 
provide a range of purposes, such as flood control, hydropower generating, water supply, recreation, 
and so forth. Besides being given high attention in global energy security, reservoirs are essential for 
lowering the danger of flooding in downstream communities during times of heavy rain [1]. During 
the dry season, however, the reservoir is used to keep the water supply for home usage. As a result, 
the reservoir operator must play a critical role in both seasons, making accurate decisions [2].  

One of the decisions the operator must make is whether to discharge the water early. Early 
reservoir water release is necessary to ensure reservoir water storage for the water usages while also 
leaving enough space for incoming inflow [3,4]. The operator must rely on observing the real time 
reservoir water level and estimating the incoming inflow in order to make an informed judgement 
[5]. The incoming inflow is influenced by a variety of factors including the number of rivers upstream 
and the amount of rainfall recorded at different gauging stations. This is a challenging task that can 
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only be performed by an experienced operator [6]. The decision to release reservoir water early can 
be made by the operator using the forecasted reservoir water level [7]. 

The forecasting model can be developed using machine learning algorithms. A machine learning 
algorithm is a computer programme that can be trained to recognize specific patterns and then apply 
what they’ve learned to make informed decisions [8]. A subset of machine learning called deep 
learning is more advanced model that can learn and make intelligent judgments on their own [9]. 

A deep learning model is developed to analyses data in real time using reasoning techniques like 
to those used by humans to reach decisions. Applications using deep learning do this by using an 
artificial neural network, which is a layered structure of algorithms [10]. Compared to other machine 
learning models, artificial neural networks have a much more powerful learning process since they 
are designed after the biological neural network of the human brain. 

In this paper several machine learning algorithms were employed to learn a pattern of upstream 
rainfall at Timah Tasoh reservoir. Timah Tasoh reservoir is located in Perlis state which is one of the 
northern parts of Malaysia. The performance of each algorithm was compared based on the Mean 
Absolute Error (MAE), R-Square and Root Mean Square Error (RMSE). 
 
2. Literature Review 
 

Flood is one of the natural disasters that can cause huge economic losses. The patterns of flood 
occurrence can be utilized to advise the authorities on the best course of action and alert the 
community [11]. Hence, river and lake water level forecasting are essential. Phan and Nguyen [12] 
for instance employ time series hydrological prediction models to anticipate future events because 
water level data from hydrological stations has a structure that is comparable to a time series model. 
It is possible to unearth hidden information by forecasting reservoir water levels using historical data. 

In modern dam impact studies, a major problem is the lack of a reliable model for projecting how 
changes in water level would affect reservoir operation [13]. Because some water must be released 
down the spillway to keep the water level below the full supply level, it reduces the efficiency of the 
reservoir [7,14]. 

Water level forecasting models may be developed using either a process-based numerical 
prediction technique or a data-driven approach. Process-based models typically deliver accurate 
outcomes and accurately capture the nature of physical processes [12]. However, because they need 
a variety of hydro-geomorphological parameters, including topography, geology, conduction 
roughness, and cross-section, they are computationally costly. 

The data-driven methods consist of machine learning (ML), deep learning, and time series 
analysis. Yahya et al., [15] study on the machine learning technique and application examines many 
ways an algorithm might model a problem in accordance with the available data or information. 
Selecting input parameters that will affect output parameters is one of the most crucial tasks in ML, 
since it requires focus and a full grasp of the underlying physical process based on causal factors and 
statistical analysis of prospective inputs and outputs. 

Sapitang et al., [14] explored different machine learning techniques such as decision forest 
regression (DFR), neural network regression (NNR), boosted decision tree regression (BDTR), and 
Bayesian linear regression (BLR) to identify the most accurate water level prediction model based on 
historical data that were measured daily from 1985 to 2019. From day one through day seven, several 
time frames were examined. The study demonstrated that every integrated model had positive 
outcomes and had the potential to mimic real values. But occasionally, anticipated values were 
shown to be close to the coefficient of determination of 1. 
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Phan and Nguyen [12] combined statistical machine learning model with AutoRegressive 
Integrated Moving Average (ARIMA) in water level forecasting. Their findings indicated that well-
known and successful forecasting models that have been proposed and tested on hydrological time 
series include ARIMA, KNN, RF, SVM, and LSTM. The other statistical machine learning models are 
superior at modelling nonlinear time series, while ARIMA excels at modelling linear time series. A 
time series often has both linear and nonlinear correlation patterns in reality. 

When analyzing the relationship between commercial factors, technique selection is challenging 
due to the special properties of time series data. The characteristics of time series that are most 
frequently seen include stationarity, trends, cycles, seasonality, autoregressiveness, and structural 
breakdowns. To strengthen the model, these characteristics must be addressed or accommodated 
[12]. 

Khai et al., [16] proposed forecasting the use of the Time Series Regression model in conjunction 
with the Support Vector Machine model for predicting water levels. The proposed model can be used 
for reliable data predictions because of the lower error rate, and the correlation coefficient is closer 
to one. Reservoirs with competing set conditions, such as weather and hydrological conditions, can 
use the model to forecast hydrological states and increase model relevance. 

In this paper, a fundamental paradigm for predicting water levels is presented, which will offer 
precise information for disaster prevention. In order to remove any mistakes that might result from 
utilizing only one of these methods, we examine the use of Machine Learning, Deep Learning, and 
Time Series Analysis together in this study. 
 
2. Methodology 
 

The experiment relied on datasets obtained from the Perlis Department of Irrigation and 
Drainage, Malaysia. The dataset's description is given in Table 1. The target variable is continuous in 
nature. Data analysis is carried out using Python programming, Scikit-learn (machine learning 
framework), Keras (deep learning framework), and Statsmodel (statistics model framework). Overall, 
there were 2,923 samples available in the dataset and they were split (70-30) for training and testing. 
Data was in good condition with no missing values. Date Code was removed during feature extraction 
and all categorical variables were labelled with multi-hot encoding. 
 

Table 1 
Description of the dataset 
Variables Description Type 

Date Code Date of each day Date 
Day Day number of each day Integer 
Month Month number of each day Integer 
Year Year number of each day Integer 
RF Total Total Rainfall in each day Decimal 
RF Category Category of rainfall in each day Categorical 
WL category Category of water level e.g., 

Normal, Alert etc. 
Categorical 

Water Level Level of water in reservoir each 
data 

Decimal (Target Variable) 

 
Twelve algorithms were chosen and employed in this study; (1) Linear Regression, (2) Passive 

Aggressive, (3) Decision Tree, (4) Random Forest, (5) Extra Tree, (6) Adaboost, (7) GradientBoost, (8) 
MVR, (9) LSTM Encoder-Decoder Model, (10) BI-LSTM, (11) ARIMA, and (12) VARMAX. The following 
measures were used to evaluate all of the algorithms outlined above:  
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i. Mean Absolute Error (MAE) – is a measure of errors between predicted and observed 
output. 

ii. R-Squared - measures the strength of the relationship between the linear model and the 
dependent variables. 

iii. Root Mean Square (RMSE) - is a standard way to measure the error of a model in 
predicting quantitative data. 

 
3. Results and Discussion 
 

The findings of this study are shown in Table 2. In time series applications, the LSTM model is 
useful. However, because BI-LSTM is a neural network, it requires a huge data set to train and 
perform well. As a result, the model performs poorly in our study because we only have a few data 
points to train it with. 
 

Table 2 
Results produce by the algorithms 
Algorithms MAE R-Square RMSE 

1. Linear Regression 0.31 0.315 0.425 
2. Passive Aggressive 0.367 0.012 0.51 
3. Decision Tree 0.317 0.273 0.438 
4. Random Forest 0.307 0.351 0.413 
5. Extra Tree 0.316 0.286 0.434 
6. Adaboost 0.312 0.391 0.4 
7. GradientBoost 0.295 0.4333 0.386 
8. MVR 0.303 0.417 0.392 
9. LSTM Encoder-Decoder Model 0.213 0.95 0.329 
10. BI-LSTM 0.452 0.41 0.573 
11. ARIMA 0.426 -0.012 0.51 
12. VARMAX 0.035 0.972 0.088 

 
Gradient Boost classification method is 2nd best amongst all the algorithms in terms of R-squared 

values. Consequently, gradient boosting Regression creates a flimsy model that associates attributes 
with the residual. This procedure moves the model closer to the desired outcome by adding the 
residual predicted by a weak model to the input of the current model. Repeating this process 
increases the accuracy of the model. This is why it performs better than all other algorithms except 
VARMAX. 

BI-LSTM employs inputs in two ways: forward and backward, which can help us improve 
performance in specific circumstances. In this study, the BI-LSTM outperforms the LSTM and many 
other traditional algorithms in terms of MAE and R-squared. 

The findings also reveal that Adaboost is less flexible than Gradient boost, which is due to the fact 
that Gradient boost is a generic algorithm that aids us in obtaining a more approximate solution to 
additive modelling issues. In this study, the Adaboost performs poorly in comparison to the Gradient 
boost, but it outperforms other classical methods since it effectively minimises the loss function 
associated with any classification error. 

Random forest, unlike Gradient boost, does not begin the process of integrating the decision trees 
at the beginning, but rather at the end. Although random forest constructs each tree individually, 
Gradient boost constructs each tree one at a time. As a result, Gradient boost outperforms Random 
forest in the vast majority of scenarios. Random forest, on the other hand, outperforms linear 
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regression in this scenario because random forest better captures non-linearity than linear 
regression. 

This study's findings also demonstrate that decision trees aren't working well. This is most likely 
owing to concerns like overfitting, bias, and variation. Because they function on a simple decision-
making process, they don't always perform as well as the advanced versions of Decision tree, such as 
Random Forest and Gradient boost. 

The Extremely Randomized Trees Classifier (Extra tree) is quite similar to the random forest tree, 
however, it creates decision trees differently. The relevance of each feature is determined here, and 
the user then chooses the amount of features depending on his preferences. In this study, Extra tree 
produce R-squared 0.286 and MAE 0.316. Considering the fact that the dataset is very small, the user 
has very limited options in choosing the features. 

In contrast to batch learning, when the complete dataset is processed at once, the Passive 
Aggressive method is an online-learning algorithm where the input data comes in sequential order. 
Every time a new input is received, the model is updated. This algorithm is generally used where the 
huge amount of data needs to be analyzed. However, because the data set is limited in this study, it 
does not allow it to learn enough from the data and hence performs poorly in terms of R-squared 
and errors. 

ARIMA (Auto Regressive Integrated Moving Average) is a technique for forecasting future values 
based on previous values in a time series. The findings shows that ARIMA performance in terms of R-
squared and Errors are poor. That's because the dataset has some elements that ARIMA's auto 
regressive and moving average components can't effectively fit or explain in a model. 

The results also demonstrate that MVR is not a good fit for this dataset. In comparison to other 
competitive high-performance algorithms, the MVR performs poorly. Despite this, it outperforms 
other machine learning-based techniques. 

The plot of MAE for all of the methods utilised in this study is shown in Figure 1. In the case of 
MAE, a lower value is preferable. MAE is a statistic that assesses the average magnitude of mistakes 
in a set of forecasts without taking into account their direction (positive or negative). It is the average 
of the absolute differences between prediction and actual observation over the test sample, where 
all individual deviations are given equal weight. The lowest MAE value is found in VARMAX, while the 
highest value is found in BI-LSTM. While many of the algorithms have MAE values in the range of 0.3, 
many of them are extremely comparable. 

The plot of R-Squared for all of the algorithms can be seen in Figure 2. When compared to those 
with a lower value, those with a higher value suggest better performance. R-Squared has a constant 
range of values between 0 and 1. In a regression model, R-Squared is a statistical measure of fit that 
shows how much variance in a dependent variable is explained by the independent variable(s). In this 
situation, R-squared can be defined as the percentage of a 4 dependent variable's (RF category) 
movements that can be explained by independent variable movements (Water level, WL category, 
RF total). The VARMAX model has the highest R-squared value, as shown in Figure 2. 
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Fig. 1. Comparison of MAE value for each algorithm 

 

 
Fig. 2. Comparison of R-Square value for each algorithm 

 
The graph in Figure 3 shows the RMSE plot for all algorithms. In this case, a lower RMSE value 

indicates higher performance. The RMSE is a quadratic scoring rule that additionally calculates the 
average magnitude of the error. It's the square root of the average of squared differences between 
predicted and observed results. In this study, VARMAX has the lowest RMSE value, indicating that it 
has the best performance of all the algorithms used. Other algorithms their RMSE is in the range of 
0.3 to 0.58. The RMSE should be more useful as compared to the MAE, when large errors are 
particularly undesirable. 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 31, Issue 3 (2023) 137-144 

143 
 

 
Fig. 3. Comparison of RMSE value for each algorithm 

 
4. Conclusions 
 

The results of this study reveal that machine learning models perform differently on time series 
data having a seasonal component. The findings show that VARMAX was found to be the best 
machine learning model, having the highest R-squared value and the lowest MAE and RSME values. 
ARIMA, on the other hand, is unable to give adequate results. VARMAX has the potential to be 
integrated into a reservoir water level forecasting system, which could help reservoir operators make 
early water release decisions. This approach will benefit the reservoir operation as the conventional 
approach in decision making was constrained due to the large amount of data and operator’s 
experience [5]. 
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