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In medical image processing, active contour model is a method used to segment or 
extract the boundaries of an image for further processing. Recently, a selective active 
contour model called Selective Segmentation with Chessboard Distance (SSCD) model 
has been proposed to effectively segment a particular object in an image. However, the 
SSCD model has problems in extracting noisy images, which may result in poor 
segmentation. It is known that the presence of noise in some medical images cannot be 
avoided and can lead to poor segmentation. The aim of this research is therefore to 
reformulate the SSCD model to segment some medical images with noise. The 
modification is done by considering two different image denoising algorithms, the 
Gaussian filter and the bilateral filter, as new fitting terms in the SSCD model, resulting 
in two variants of modified SSCD models, referred to as SSCDG and SSCDB, respectively. 
The accuracy of the segmented image was evaluated using the Jaccard (JSC) and Dice 
similarity coefficient (DSC). Numerical experiments showed that the proposed SSCDG 
model based on the Gaussian filter denoising algorithm has the highest JSC and DSC 
values, which means the highest segmentation accuracy compared to the SSCD and 
SSCDB models. In the future, the proposed model can be extended to three-dimensional 
and color formulations. 
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1. Introduction 
 

Image processing is the process of interpreting and using an image to extract information from 
it. The aim is to facilitate the interpretation or improve the information of a digital image [1]. The 
most common task in image processing is image segmentation, which is the technique used to extract 
the boundaries of an object or divide an image into multiple segments [2-4]. In medicine, image 
segmentation is used to detect an object in a medical image or to analyze the nature of diseases such 
as cancer and breast abnormalities [5-10]. 

Mathematically, given an input image 𝑢(𝑥, 𝑦) in a bounded domain 𝐷 ⊂ ℝ2, the segmentation 
method will be partitioning 𝑢(𝑥, 𝑦) into finite number of intersected and non-overlapped area 𝐷𝑖,𝑖 =
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1,2, . . . 𝑖. Image segmentation methods can be classified into 5 categories: Threshold-based 
segmentation, clustering-based segmentation, artificial neural network-based segmentation, edge-
based segmentation and region-based segmentation [11].  

Threshold-based segmentation is the most popular method of image segmentation that can be 
used to convert a multi-layered image into a binary image. It involves selecting a suitable threshold 
value to divide the image pixels into multiple areas and distinguish objects from the background. 
Otsu's thresholding method, P-tile method, histogram-dependent approach, edge maximization 
technique, mean method and visual technique are some of the thresholding strategies that have 
been presented by various researchers [11]. However, it can be difficult to determine a suitable 
threshold and the method can be sensitive to image noise.  

Clustering-based segmentation is a method that typically illustrates clustering in one of two ways: 
by partitioning pixels or by grouping pixels [12]. In partitioning, an image is divided into sections that 
are "labelled" according to a set of criteria. In grouping, pixels are grouped together based on some 
assumptions that determine how they should preferably be grouped. This method can lead to an 
unsatisfactory result if the target object is close to a neighboring object. 

Artificial neutral network-based segmentation consists of interconnected neurons as found in 
neural networks. To obtain a result, each neuron takes a piece of input data, usually a pixel of an 
image, and applies a basic calculation called an activation function. Each neuron has a numerical 
weight that affects the result. The result is fed into more neural layers until at the end of the process 
the neural network gives a prediction for each input or pixel [11]. This type of method can give good 
results, but it is too dependent on the amount of data and the process of segmenting images is 
unknown [13].  

Edge-based segmentation is used to find the boundaries of objects in images. Detecting sudden 
changes or breaks in brightness is the way edge detection is done. The well-known edge detectors 
like zero crossing, Canny Edge detector, Sobel, Prewitt, Roberts and Laplacian of Gaussian [14] are 
some of the operators used by the edge detection methods. Similar to threshold-based 
segmentation, edge-based segmentation can also be sensitive to image noise. 

Region-based segmentation is more straightforward compared to edge-based segmentation [15]. 
Region-based approaches divide an image into similar regions based on a set of predetermined 
criteria. Well-known examples of region-based segmentation models are region growing, region 
merging and active contour models. For a digital medical image with low contrast, noisy images and 
close to normal tissue, region growing and region merging methods may give unsatisfactory results 
as all features or objects (including image noise) in an image can be segmented by these two 
methods.  

On the other hand, active contour models have proven to be an effective region-based 
segmentation method. For example, the models derived using a level set framework can adapt to 
topological changes in an input image and are less sensitive to initialization [16,17]. In this study, we 
focus primarily on active contour models, which belong to the region-based segmentation methods 
due to their strengths mentioned above. 

The active contour models can be classified into two types, namely global active contour and 
selective active contour. The global active contour model is a method for segmenting all objects in 
an image based on certain features. Examples of global segmentation models include [16,18-21]. 
Although global active contour models are effective for segmenting all objects in digital images, they 
are less effective for extracting only a specific object in a specific image [3]. 

Selective segmentation involves the extraction of specific regions and features of the image under 
consideration [2,3]. This is often used in medical image analysis, for example, to extract anatomical 
organs or lesions. Examples of effective selective models have been proposed by [17,22-24]. The 
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most recent model is that of Ref. [3], namely Selective Segmentation based on Chessboard Distance 
(SSCD).  

Abdullah and Jumaat [3] have shown that the SSCD model based on Chessboard distance function 
performs better in terms of computational time than the model using the quasi-Euclidean distance 
function and the city block distance function. However, SSCD is not designed to segment images with 
noise, which can lead to poor segmentation, especially during the acquisition phase of medical 
imaging where noise in the images cannot be avoided. This shows how important the process of 
image denoising is for medical image analysis. Noise reduction techniques such as the Gaussian filter 
and the bilateral filter are commonly used to improve the quality of images.  

Therefore, in this paper, we propose selective active contour models for effective segmentation 
of noisy medical images by reformulating the SSCD model, where the fitting term in the SSCD model 
is replaced by the commonly used denoising techniques, Gaussian filter and Bilateral filter. The 
remainder of this paper is structured as follows. In Section 2, we first give an overview of the SSCD 
model. In the methodology of Section 3, we formulate and solve the proposed models. In Section 4, 
we present the experimental results. Conclusions and recommendations are given in Section 5. 

 
2. Review on The SSCD Model 
 

The most common distance functions are Euclidean, City Block and Chessboard [25]. In Ref. [25], 
it is found that the Chessboard distance function gives better results in segmentation with 
watersheds. Therefore, authors in Ref. [3] have proposed a new selective active contour model for 
edge extraction based on the Chessboard distance function, the SSCD model. The SSCD model is 
defined by the following Eq. (1) 
 

1 2min{ ( , , ) | |    +  ( ) }C
u

D D D

SSCD u c c u dD ru dD P udD v u dD   


=  + +          (1)  

 

The function 2 2
1 2( ) ( )r z c z c= − − −  is the fitting term where 1c  and 2c  are the average intensity 

values inside and outside segmented curve ( ),u x y . Here, ( , )z z x y=   is a given image in domain 
2D . The positive constants , ,    and   are determined depending on the input images. The 

availability of 1( 3)n   points are assumed to form the marker set * *
1( , ) ,1i i iM w x y D i n= =      that 

defines a polygon. The geometrical point in M is defined as an initial polygonal contour and polygon 
P is connecting the markers using set B. The first term of the integrand is called as the regularization 

term to ensure smoothness of the generated segmented curve, ( ),u x y . The last term 

2 2( ) ( (2 1) 1) (2 1) 1v u H u u  = − + − − + −
 

 is the penalty function introduced to ensure the solution of u  

is in between 0 and 1 where ( )( ) 0.5 1 (2 / )arctan( / )H x x = +  for small constant  .  The function ( , )cp x y  

refers to the Chessboard distance function denoted as the following Eq. (2) 
 

1 1( , ) max(| |,| |)c p pP x y x x y y= − −            (2)  

   
To solve the SSCD model in Eq. (1), the Euler-Lagrange partial differential equation (EL-PDE) with 

Neumann boundary condition is derived, defined as the following Eq. (3) 
 
( ) ' 0cC u r P v   − − − = .            (3) 
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Here, the curvature term ( )( ) . /C u u u=   . Many gradient descent based methods can be used 

to calculate Eq.(3). In Ref. [3], the authors suggested using the additive operator splitting scheme 
(AOS) to solve the equation. This model has high potential in many research areas such oil and gas 
industries [26] for corrosian detection, ultrasound imaging in biofuel production [27] and it can be 
integrated with artificial neural network [28] for image processing. However, although the SSCD 
model is effective, it may be sensitive to image noise and therefore give unsatisfactory results in 
medical image segmentation. Therefore, some modifications of the SSCD model are required to 
improve its segmentation accuracy. In the next section, the methodology for modifying the SSCD 
model using image denoising techniques is presented. 

 
3. Methodology  
 

The SSCD model [3] was modified by substituting the fitting term, z  in Eq. (1) with the information 
from the well-known denoising techniques i.e., Gaussian filter and Bilateral filter. 

Firstly, we introduce our first proposed model termed SSCDG which is the modification of the 
SSCD model based on the Gaussian filter, ZG .  The modified model is defined as the following Eq. (4) 

 

1 2

2
1 2 1

, ,

2
2

min{ ( , , ) ( )

                                      ( ) ( ) }.

u c c
D D

c

D D D

SSCDG u c c u dD ZG c udD

ZG c udD P udD v u dD

 

  

=  + −

− − + +

 

  
   (4)) 

 

Here, 
2 2 2( )/2x yZG e − +=  where 2  is variance around each pixel ( , ).x y   

Next, we define the second proposed model namely SSCDB. The model is a modified version of 
SSCD model based on the Bilateral filter, ZB . The SSCDB model is defined as the following Eq. (5) 

 

1 2

2
1 2 1

, ,

2
2

min{ ( , , ) ( )

                                       ( ) ( ) }.

u c c
D D

c

D D D

SSCDB u c c u dD ZB c udD

ZB c udD P udD v u dD

 

  

=  + −

− − + +

 

  
      (5) 

 

Here, ( ) ( ) ( )( ) ( )
1

i

i r i s i
x

ZB z x f z x z x g x x
W 

= − − . The normalization term W  is defined as 

( ) ( )( ) ( )
i

r i s i
x

W f z x z x g x x


= − −   where z  is the input (noisy) image, x  are the coordinate of the 

current pixel to be filtered in the window   cantered in x , rf  is the range kernel for smoothing 

differences in intensities and sg  is the spatial kernel for smoothing differences in coordinates.    

All the proposed models of Eq. (4) and (5) are solved by solving their associate Euler-Lagrange 
partial differential equation (EL-PDE). Here, we demonstrate how to derive the EL-PDE for Eq. (4) 
because the derivation of the EL-PDE for Eq. (5) is mostly the same.  

 From Eq. (4), we denote that 
1

2 2 2 2 2
1 2( ) ( ) , ( ) ,x y x yI u u u u u u I u rGu=  = + = + =  3( ) ,cI u Pu=  and 

4( ) ( )I u v u=  where 2 2
1 2( ) ( )rG ZG c ZG c= − − − .  Next, we define a small parameter   which is a real 

parameter with a range of values around 0 and a test function  . Consequently,
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( )1I u u + =  + = ( ) ( )
22

x x y yu u + + + . At 0, =  the derivative of  

( ) ( )
22

x x y yu u + + +  with respect to   is given as 

 
1

2 2 2 2 2
1 .

( ) ( ) . 2 2  .
2

x x y y x y x x y y

d u
u u u u u u

d u


   



−  
   + + + = + + =   

  

 
Reviewing the Taylor expansion as an example, consider the function 

2 2
1 2( ) [( ) ( ) ]pf a x ac y ac= + + +  where 0.p  The derivative with respect to a  is 

2 2 1
1 2 1 1 2 2[( ) ( ) ] (2( ) 2( ) ).pp x ac y ac x ac c y ac c−+ + + + + +  At 0,a =  the result is 1 2

12 2

(2 2 )
.

p

xc yc
p

x y
−

+

 + 

  The Taylor 

expansion at 0a =  can be defined as the following Eq. (6) 
 

2 2 2 21 2
2 2 1

(2 2 )
( ) (0) '( ) ( ) ( ) ( ).

( )
p

p

xc yc
f a f f a a O a x y p a O a

x y −

+
= + + = + + +

+
       (6) 

 
Thus, by applying the Taylor expansion in Eq. (6) at 0 = , the term 1I  can be extended as follows 

 

2 2 2
1

.
( ) ( ) ( ) ( ).x x y y

u
I u u u u u O

u


     

 
+ =  + = + + + =  + +


   

 

For the second term, 2( ) ,I u rGu= the derivative with respect to   and at 0 =  is given as follows 

 

( ( )) .
d

rG u rG
d

 


+ =   

 
Thus, implementing the Taylor expansion in Eq. (6) at 0 =  gives 
 

2( ) ( ).rG u rGu rG O  + = + +   

 

As for the third term, 3 ,cI P u= the derivative with respect to   and at 0 =  is defined as 

 

( ( )) .c c

d
P u P

d
 


+ =   

 

Hence, when applying Taylor expansion in Eq. (6) at 0 = , the term 3I   can be expressed as 

follows 
 

2( ) ( ).c c cP u P u P O  + = + +   

 

Similarly, for the fourth term, 4( ) ( ),I u v u=  the derivative with respect to   and at 0 =  is given 

as 
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( ( )) '( ) .
d

v u v u
d

 


+ =   

 

Therefore, applying Taylor expansion in Eq. (6) at 0 = , the term 4I  becomes  

 
2( ) ( ) ( ) ( ).v u v u v u O  + = + +   

 
The next step is to determine the first variation of the functional SSCDG with respect to .u  

Therefore, the first variation for 1 2 3 4( )I u I I I I= + + +  combined with any test function   will be 

defined as 
 

0

( ) ( ) .
lim '( ) 0.c

D

I u I u u
rG P v u dD

u

 
      

→

 + −  
= + + + = 

 
   

 

By using Green’s first identity as the following relation, . . . ,
D dD D

dD ds dD     = −     we let  

 
u

u



=


 and obtain . . . . .
D D dD D

u u u
dD dD ds dD

u u u
     

  
 =  = − 

        

 
Next, set the boundary condition (Neumann Type) . 0u =  we have 

 

. '( ) 0.c

D

u
rG P v u dD

u
       

 
−  + + + = 

 
   

 
The integrand is equal to zero if 
 

 . '( ) 0 . '( ) 0.c c

u u
rG P v u rG P v u

u u
            

  
−  + + + =  −  + + + = 

  
  

 
As a result, the EL-PDE with Neumann boundary condition for all test function   for Eq. (4) is 

defined as the following Eq. (7)  
 

. '( ) 0.c

u
rG P v u

u
   


−  + + + =


           (7)  

 
Using a similar process, the EL-PDE for SSCDB defined in Eq. (5) is defined as the following Eq. (8) 
 

. '( ) 0.c

u
rB P v u

u
   


−  + + + =


           (8)  
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Here, 2 2
1 2( ) ( ) .rB ZB c ZB c= − − −  Next, Eq. (7) and (8) can be solved iteratively using many 

approaches such as the finite difference scheme, the optimization multilevel scheme or the operator 
splitting scheme. In this study, we applied the additive operator splitting (AOS) scheme, a similar 
method used by Ref. [3] to solve the SSCD model. The details of the AOS scheme are explained in 
detail in Ref. [29]. 

The following algorithm shows the steps to implement the newly proposed SSCDG model to 
calculate the solution using MATLAB software. 

 
Algorithm 1: Algorithm to solve the proposed SSCDG model 
1. Use command ‘imread’ in MATLAB to import the image. 
2. Set the parameter values of , ,    ,  and define the marker set M. 

3. Compute the solution of ZG . 

4. Initialize 0,n=   thus (0).u   

5. For 1iter =   to maximum iterations, maxit or 1 /n n nu u u tol+ −   do 

Calculate the average intensity values ( )
1
nc   and ( )

2
nc .  

Calculate ( ) '.n
cf rG P v  = + +   

Update ( )( ) ( ) ( ) ( )
1 2min , ,n n n n

u
u SSCDG c c     to ( 1)nu +   using AOS scheme. 

end for 

6. ( ).nu u  The output u  will be defined as the final solution.  
 
Here, we have the value of tolerance, 𝑡𝑜𝑙 = 1 × 10−5 and the maximum iteration (maxit) is 5000 

iterations. By changing ZG to ZB in Step 3, a similar process is repeated for the implementation of the 
second proposed model, SSCDB. 
 
4. Results and Discussion 
 

In this study, thirty (30) medical images of size 128 x 128 were collected from Ref. [30] with added 
noise. The images are ultrasound images that contain breast abnormalities. For each test image, the 
ground truth segmentation solution is provided by the online database. We will segment the images 
using the existing model, SSCD and the proposed models, SSCDG and SSCDB. The value of 

1, 2, 0.01  = = =   are fixed for all problems. The value of   varies between 1000 to 2000 

depending on the images. The segmentation accuracy of all models will be evaluated using Jaccard 
Similarity Coefficient (JSC) and Dice Similarity Coefficient (DSC) defined as * *JSC | |/| |n nS S S S=    and 

* *DSC | |/| | | |n nS S S S=  +  where nS   is the segmented result and *S   is the ground truth solution. The 

range of return value of the similarity function is in between 0 (poor segmentation accuracy) and 1 
(perfect segmentation accuracy). Figure 1 shows the sample of 3 (out of 30) test images which are 
Img1, Img5 and Img21. 

Based on Figure 1, the set markers and the initial contour are indicated by the green dots and the 
yellow line in the first row. The second row shows the benchmark solution (ground truth). For 
illustration, we show in the following Figure 2 the segmentation results for the test images from 
Figure 1 (Img1, Img5 and Img21) with SSCD, SSCDG and SSCDB. 
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Img1 Img5 Img21 

   

   
Fig. 1. Sample of test images with markers and initial contour (first row) and 
ground truth (second row) 

 
Based on Figure 2, the binary results for SSCD, SSCDG and SSCDB are shown in the segmentation 

of Img1 in the second row by Img1a, Img1b and Img1c respectively. The segmentation results can 
also be viewed in the curve plot, as shown in the fourth row. Similarly, the sixth and eighth rows show 
the results for all methods in the binary and curve plots when segmenting the test image Img5. The 
results for segmenting the test image Img21 for all methods are displayed in the tenth and the second 
last rows.  

By visual observation, all modified models are able to extract the boundaries of the target object, 
except for the original model SSCD, where the noisy part within the target object is also segmented 
(over-segmented). Moreover, the final results for the proposed models SSCDG and SSCDB are less 
noisy than SSCD. To quantitatively evaluate the overall segmentation accuracy, we calculate the JSC 
and DSC values for all 30 test images as shown in Table 1 below. 

Table 1 shows that the SSCDG model achieved the highest average JSC value. The average JSC 
value for the SSCDG model is 0.7148. The lowest JSC value is obtained by the SSCD model for the 
majority of the problems. The average JSC value for the SSCD model is 0.6992. The SSCDB model has 
an average JSC value of 0.7049. In summary, the SSCDG model segmented the test images better 
than the other models. A similar pattern can be observed for the DSC value, where the SSCDG model 
achieved the highest average DSC value of 0.8322 compared to the other models. On the other hand, 
the SSCD model scored the lowest DSC value for the majority of the problems, with the average DSC 
value for the SSCD model being 0.8196. The average DSC value for the SSCDB model is 0.8223.  

This experiment shows that the proposed SSCDG model and the SSCDB model based on the 
Gaussian filter and the Bilateral filter respectively, are more suitable for the segmentation of noisy 
medical images. This is due to the image filtering property in the formulation of the two proposed 
models, which is able to reduce image noise, contributing to higher segmentation accuracy. However, 
we found that SSCDG gives slightly higher accuracy compared to SSCDB. The main reason for this is 
the noise distribution in the images, which is of the Gaussian type. We note that the Gaussian noise 
is the most frequent type of noise that occurs in real images. This gives an advantage to SSCDG, which 
is based on the Gaussian filtering approach. We therefore recommend the SSCDG model for 
segmentation of noisy medical images. 
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SSCD SSCDG SSCDB 

   
Img1a Img1b Img1c 

   
Img1d Img1e Img1f 

   
Img5a Img5b Img5c 

   
Img5d Img5e Img5f 

   
Img21a Img21b Img21c 

   
Img21d Img21e Img21f 

Fig. 2. The binary and curve representation results for SSCD, SSCDG 
and SSCDB in segmenting Img1, Img5 and Img21 
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Table 1 
The JSC and DSC values of all models for all test images  
Test image JSC DSC 

SSCD SSCDG SSCDB SSCD SSCDG SSCDB 

Img1 0.8218 0.8399 0.8369 0.9022 0.913 0.9112 
Img2 0.6393 0.5323 0.5323 0.7800 0.6947 0.6947 
Img3 0.5833 0.5931 0.5931 0.7368 0.7446 0.7446 
Img4 0.6898 0.7216 0.7053 0.8164 0.8383 0.8272 
Img5 0.8705 0.8982 0.8922 0.9308 0.9464 0.9430 
Img6 0.8128 0.8372 0.8363 0.8967 0.9114 0.9109 
Img7 0.7056 0.6976 0.6935 0.8274 0.8219 0.8190 
Img8 0.6829 0.7113 0.7088 0.8116 0.8313 0.8296 
Img9 0.7142 0.7647 0.7179 0.8333 0.8664 0.8358 
Img10 0.6290 0.7749 0.7722 0.7722 0.8726 0.8714 
Img11 0.6226 0.6060 0.6667 0.7674 0.7547 0.8000 
Img12 0.7411 0.7569 0.7487 0.8513 0.8617 0.8563 
Img13 0.7846 0.8296 0.8051 0.8793 0.9068 0.8921 
Img14 0.7770 0.6189 0.5874 0.8745 0.7638 0.7401 
Img15 0.6239 0.6391 0.6325 0.7684 0.7798 0.7749 
Img16 0.5806 0.6561 0.6538 0.7346 0.7923 0.7907 
Img17 0.6394 0.6720 0.6644 0.78 0.8938 0.7984 
Img18 0.7006 0.7473 0.7294 0.8239 0.8554 0.8435 
Img19 0.6989 0.6237 0.5914 0.8228 0.7682 0.7432 
Img20 0.6340 0.6447 0.6078 0.7760 0.7840 0.7561 
Img21 0.8392 0.8855 0.8784 0.9126 0.9393 0.9353 
Img22 0.6860 0.6900 0.7127 0.8137 0.8166 0.8322 
Img23 0.7500 0.8097 0.8084 0.8571 0.8948 0.8940 
Img24 0.6206 0.5474 0.5366 0.7659 0.7075 0.6984 
Img25 0.8091 0.8640 0.8495 0.8945 0.9270 0.9186 
Img26 0.6238 0.6335 0.6068 0.7683 0.7756 0.7553 
Img27 0.5009 0.5303 0.5105 0.6675 0.6931 0.6759 
Img28 0.5894 0.6743 0.6621 0.7417 0.8055 0.7967 
Img29 0.8282 0.8282 0.8496 0.906 0.9060 0.9187 
Img30 0.7763 0.8155 0.7578 0.8740 0.8983 0.8622 
Average 0.6992 0.7148 0.7049 0.8196 0.8322 0.8223 

 
We are also interested in testing the sensitivity of the parameter  . The value of   is important 

to ensure the selective property of the proposed SSCDG model in segmenting the target object. To 
demonstrate the effect on the segmentation result of the SSCDG model, we chose the test image 
Img30. Figure 3 shows the segmentation results for the SSCDG model with different values   for the 
test image Img30.  

The first column of Figure 3 shows the test image with the markers set and the initial curve. The 
segmentation results for the test image Img30 using the values of  ,  and  are 
shown in the second, third and fourth columns respectively. The segmentation results clearly show 
that the test image is over-segmented when  because the SSCDG model segments the nearby 
healthy tissue around the target instead of extracting only the boundary line of the target. At  
, the SSCDG model is able to segment the boundary line of the target object. However, for a large 
value of , the segmentation result has the shape of a polygon, which is the initial curve for 
the segmentation of the test image Img30. This experiment shows the limitations of our proposed 
models where the value of   is determined by trial and error. As a general guideline, the value of   
is large for objects that are close to image noise or normal tissue, while a smaller value of   is 
required for smooth objects. 
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Test image 𝜃 = 1 𝜃 = 1500 𝜃 = 50000 

    

Fig. 3. Segmentation results with different value of θ (θ = 1, θ = 1500 and θ 
= 50000) 

 
5. Conclusions 
 

The focus of this research is to extract the boundaries of the target object in a noisy medical 
image using an active contour based selective segmentation model. Since the existing model SSCD 
has its limitations in processing noisy images, two modified versions of the model were proposed in 
this study, namely SSCDG and SSCDB. The modification was done by introducing an image denoising 
algorithm in the formulation. To solve the proposed models, we first establish the Euler-Lagrange 
partial differential equation for each of the modified models and solved using the Additive Operator 
Splitting (AOS) scheme. Numerical experiments are conducted to compare the performances of the 
original and modified models and were analysed using JSC and DSC. 

The results of JSC and DSC values show that most of the modified models have improvements in 
terms of segmentation accuracy compared to the original model SSCD. The results showed that the 
SSCDG provided better quality of the denoised image and consequently the segmentation accuracy 
was higher compared to the other models. The original SSCD model provided the lowest accuracy. 
This is because the formulation of the SSCD model does not include an image filtering property to 
reduce image noise. As a result, it was found that the original SSCD model segments too much, 
considering the noisy part of the images as the target object, which reduces the segmentation 
accuracy. We found that the proposed SSCDG model gives slightly higher accuracy compared to the 
SSCDB model. This is due to the Gaussian distribution of noise in the images, which gives an 
advantage to the SSCDG model based on the Gaussian filtering approach. Therefore, the 
recommended model in this study is the SSCDG model. 

When testing parameter sensitivity, we found that the parameter   used in the SSDG model plays 
an important role. The parameter was selected manually or by trial-and-error principle depending on 
the input image. Thus, this is the major limitation of the proposed SSDG model.  

For further studies, the recommended model i.e., SSCDG model can be extended to other 
applications like food image processing. It can also be reformulated into a three-dimensional and it 
can be extended into a vector-valued formulation for colour image segmentation. This is because 
vector-valued (colour) and three-dimensional images have rich information and distinct intensity that 
can be helpful in analysing medical or non-medical images. 
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