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Image segmentation is an image processing operation performed on the image in order 
to partition the image into some images based on the information contained in the 
original image. Image segmentation plays an important role in many medical imaging 
applications, image segmentation facilitates the anatomy process in a particular body 
of human body. Classification and clustering are the methods used un data mining for 
analyzing the data sets and divide them on the basis of some particular classification 
rules. There are many image segmentation tools that used for medical purpose, so it is 
necessary to define and/or to improve the image segmentation methods in order to get 
the best method. In this study, the image of leukemia and red blood cells will be used 
as samples to determine the best algorithm in image segmentation. The procedure for 
doing segmentation itself is clustering image, edge detection on image, and image 
classification. The clustering is to extract important information from an image. The 
edge detection is to determine the existence of edges of lines in image in order to 
investigate and localize the desired edge features. Moreover, the classification analyzes 
the properties of some images and organizes the information into certain categories. In 
this study, the Neural Network and K-Nearest Neighbor are used for image classification 
by paired with Local Binary Pattern and Principal Component Analysis. The results 
revealed that the best method of proven in classifying images is from Local Binary 
Pattern feature extraction with the average accuracy of 94%. 
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1. Introduction 
 

Image segmentation has been used in a variety of methods in the scientific field. Medical image 
segmentation plays an essential function in many clinical diagnoses and pathological researches. In 
the past decades, many promising strategies have been proposed to handle the segmentation hassle 
[1-8]. With the fast increase in the population there is a call for an improved prognosis in the field of 
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medicine. Thus, an environmentally friendly and extra fantastic approach is required for higher 
analysis of clinical image information. Segmentation is the primary section in the automated analysis 
of a disorder where a gadget is given an input such that it segments the enter image and further 
diagnoses based totally on the brain [9-12]. 

Image data is one piece of substantially sensible significance in scientific informatics. Medical 
images such as the Computed Axial Tomography (CAT), Magnetic Resonance Imaging (MRI), 
Ultrasound, and X-Ray, in general DICOM format are often stored in Picture Archiving and 
Communication Systems (PACS) and associated with different clinical information in the medical EHR 
administration system. Research efforts have been dedicated to processing and analyzing the clinical 
images to extract important data such as the volume, shape, organ movements, to detect 
abnormalities, and to measure coordination in follow-up research. In the visualization and analysis 
of medical images, segmentation is a necessary step in the image processing. Due to the imaging 
modality characteristics for use in the clinic, the resulting image shows different tissue properties for 
diagnosis. In addition, the anatomical structure is difficult and diverse. 

Therefore, segmentation will be a difficult but important issue in biomedical applications. It is a 
technique for dividing the image into sub-regions or important objects with the same attribution, 
and generally images and applications depend on some algorithm-based approaches such as 
histogram analysis, terrain growth, edge detection, and pixel welding which was proposed in the past 
[13-15]. In general, this method uses local information (i.e., the gray level of the pixels of the 
neighboring pixels) and/or global information (i.e., distribution of the whole gray image) for the 
image segment. Some algorithms using neural network approaches have also been investigated in 
image segmentation problems [16]. 

Red blood cells, or erythrocytes, are biconcave disks that are important for gas exchange. Their 
essential product is hemoglobin, carrier of Oxygen and Carbon dioxide in body travel. Red blood cells 
are produced from pluripotent haemopoietic cells. The stem cells are in the bone marrow and when 
there is an appropriate stimulation of various hormones or cytokines, it affects the sequence of 
maturation activities which then produces a fully aimed erythrocyte. Furthermore, there are a large 
number of cells that allow many erythrocytes to be produced by the individual stem cell activation 
[17]. 

Leukemia period refers to a group of cancerous blood cells. In leukemia, white blood cells grow 
abnormally, dividing and developing in an uncontrolled manner. There are two main types of 
leukemia: acute leukemia and chronic leukemia. Acute words mean the progress of disease and rapid 
progress. The acute image of acute leukemia cells based on color images is one of the most difficult 
tasks in image processing [18]. 

Clustering is an unsupervised learning method used to group similar cases on the foundation of 
features. 

Clustering is a beneficial approach for the discovery of some expertise from a dataset. It is an 
exploratory technique for supporting to resolve classification problems. Its use is suitable when little 
or nothing is recognized about the category shape in a body of facts [19]. 

K-means is a center-based clustering algorithm which is effectively employed for clustering giant 
databases and excessive dimensional databases. The goal of a middle based total algorithm is to 
decrease its objective feature and is nicely applicable for convex form clusters and fails extensively 
for clusters of arbitrary shapes. 

The most straight-forward method to identify clusters used to be the k-means clustering 
algorithm. The basic thought of k-means clustering is to group statistics factors into k separate 
clusters (where k is an input parameter), such that we minimize the sum of the distances between 
each factor and the recommended respective cluster [20]. To do this, the algorithm iterates between 
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2 main steps: calculate the mean for each cluster and then reassign the data points to clusters using 
the newly calculated means. This iteration is continued until no new assignments of data points 
occur. 

Clustering is a simple but essential problem in scientific image processing, which is extensively 
used in clinical applications such as surgical planning, abnormality detection and therapy growth 
monitoring. One of the benefits of this strategy is that it takes less time. As a weakness, we cannot 
refer to spatial information. Like the classification approach, these algorithms now do not take into 
account space information; Therefore, they can be sensitive to sound and intensity in homogeneity 
[21-27]. 

Classification is the undertaking of assigning a label from one of the recognized lessons to the 
unknown check vector. The problem of object classification can be targeted as a hassle to identify 
the class or category that the new observations belong to the base of a training dataset containing 
observations which category or class is known. Generally, classification works by way of first plotting 
the training data into multidimensional space. Then every classifier plot checks out the statistics into 
the same multidimensional house as the training information and compares the data factors to 
decide on the correct class for every individual question point. 
 
2. System Overview 
 

The software design and development of a system for red blood monitoring presented in this 
chapter (Figure 1). After inputting the red blood image, the images are going through some 
preprocessing methods such as noise removal images, clustering image and edge detection method 
from the original image. Then the images are extracted with the Principal Component Analysis and 
Local Binary Pattern. Finally, the Neural Network was employed, to determine the image conditions. 
MATLAB is used to run the program that build in this research. This can be considered as a pilot 
preparation to derive the required parameters. In subsequent subsections, these classifier 
parameters are analysed one by one. 
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Fig. 1. Flowchart 

 
2.1 Original Image 
 

This dataset in Figure 2 contains images of blood cells images extracted using the negative stain 
transmission electron microscopy. The data was conducted by Hospital University Sains Malaysia, 
Kelantan. 
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Fig. 2. Show the original image of a blood cell which from Hospital 
University Sains Malaysia,  Kelantan database 

 
2.2 Pre-processing 
 

Pre-processing is the first stage of analyzing the image in the image processing field where it 
involves various algorithms, techniques and operators which serve to perform an initial processing 
such as filtering and normalization. More specifically, pre-processing aims to convert the raw data 
and signals into obvious useful data representation to reduce noises. Pre-processing is a stage where 
the requirements are normally very straightforward, such as removing the image information 
regarded as unnecessary for the application as shown in Figure 3. 
 

 
Fig. 3. The Result Images after pre-processing 

 
2.3 Noise Removing 
 

One goal in image restoration is to remove the noise from the image. Nonetheless, one approach 
is to determine that features that exist on a very small scale in the image are noise and that casting 
these off whilst preserving large elements may help ease things up [21]. Mean filter; basically, filters 
come from two types of linear filtering and nonlinear filtering. The linear filter comprises of the mean 
filters and also known as the averaging filters. In signal processing, the mean filter applies a mask 
above each pixel in the signal. The average pixel factor that comes below the mask is calculated 
collectively to form a single pixel that explains why the filter is distinguished in any other case as a 
filter average. The image is shown in Figure 4. 
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Fig. 4. Mean Filter Result Image 

 
2.4 Clustering 
 

K-means is a center-based clustering algorithm which is effectively used to compile large 
databases and remote-dimension databases. The purpose of the algorithm based on all is to reduce 
its objective function and can be applied well to clusters formed in convex form, especially failure in 
random form clusters. The traditional K-means algorithm was first proposed with the help of Hazlyna 
et al., [17]. This technique clusters the facts in a fixed range of clusters, and the average of one group 
is positioned as far as possible from another group. Each information point is connected to the 
nearest means and belongs to one of the groups. Many variations correspond to subjects that are 
comparable to literature that generally depends on change or concentration [20]. Clustering result 
image is shown in Figure 5. 
 

  
(a) (b) 

Fig. 5. Clustering Result Image; (a) Leukemia image, (b) Red blood cells image 

 
2.5 Edge Detection 
 

Edge detection plays a significant role in image processing and image segmentations. Extracting 
edge features is considered the basic process in edge detection. Commonly, edge features of an 
image are contained by information and patterns for obtaining specific characteristics or behavior of 
an image. The term edge detection is defined as a process to identify and locate the sharp 
discontinuities in digital images such as the photometrical images, physical and geometrical 
characteristics segments or regions. Figure 6 shows the image of edge result. 
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(a) (b) 

Fig. 6. Edge Result Image; (a) Leukemia image edge, (b) Red blood cells image edge 

 
2.6 Feature Extraction 
2.6.1 Principal component analysis (PCA) 
 

PCA is a multivariate technique which extracts important information from data and represents 
it as a new set of variables called principle components. PCA is a type of factor analysis that is often 
employed for dimension reduction in a dataset. PCA is often found in the research regarding “data 
mining, pattern recognition and information retrieval for unsupervised dimensionality reduction”. 
Additionally, in the processing of patient’s blood PCA uses smear images to identify Plasmodium 
parasites for malaria. The results were successful and provide a foundation for further exploratory 
work [23]. 
 
2.6.2 Local binary pattern (LBP) 
 

The LBP properties can be extracted faster in one scan over the raw image and reside in a low-
resolution area, even as nonetheless protecting facial information efficiently. The player records the 
pixels of the image by selecting the three areas for every pixel with the average graphic and consider 
that binary number as the final result [3]. 
 
2.7 Neural Network 
 

Neural network back proliferation is a multilayered, neural network feeding forward. This grid 
has three layers, such as input layer, output layer, and hidden layer. Hidden neurons and outputs 
have a bias of 1. Bias is given to perform better [27]. Bias will not change throughout the training. 
Two hidden layers were found sufficient for this task after a set of experiments. The neural network 
model is proposed here to classify the features obtained by the optimum value of the IKEA, LBC and 
DCT. Two conditions are derived from the neural network model as shown in Figure 7. The input to 
the neural network is the optimal values of the three inputs in the first layer. Two other hidden layers 
consist of (16 neurons in the second layer, 16 neurons in the third layer) and finally, two outputs are 
considered in the production layer as shown in Figure 7. 
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Fig. 7. Neural network model 

 
3. Results and Discussion 
 

The goal of the current study is to partition an image into meaningful areas with an appreciation 
for a unique application. Medical image segmentation plays an essential function in many medical 
diagnoses and pathological research. The modern study also targets to improve the pictorial facts for 
human interpretation and to partition an image into significant areas- thanks to a unique utility which 
can be beneficial for the cell counting and limit the time of cell counting and disease prognosis 
effectively. 

Therefore, this dissertation investigates the use of various features from the image processing 
approach with the aim of identifying reliable classifiers. The feasible combos of the features are 
employed in Figure 8 to Figure 9. This method permits the evaluation of the nature of the features 
clearly, and it helps to discover the most suitable feature and classifiers. 

Figure 8 is the result obtained when combining the extraction method of the Principal Component 
Analysis with the Neural Network classification method. The highest accuracy is obtained for this 93% 
accuracy for the first trial. This is despite the fact that the lowest accuracy is 90%. The average 
accuracy was 91.4%. 
 

 
Fig. 8. The accuracy of the results in the PCA with NN was tested at different Trials 
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Figure 9 is the result obtained when combining the extraction method of the Local Binary Pattern 
Analysis with the Neural Network classification method. The highest accuracy is obtained for this 94% 
accuracy for the first trial. This is despite the fact that the lowest accuracy is 90%. The average 
accuracy was 91.8%. 
 

 
Fig. 9. The accuracy of the results in the LBP with NN was tested at different Trials 

 
4. Conclusions 
 

In conclusion, the aims of Image segmentation are in many medical diagnoses and pathological 
researches. Image segmentation performs a critical position in many scientific imaging applications, 
via automating or facilitating the delineation of anatomical constructions and other areas of interest. 
One of the vital aspects of picture segmentation is to partition an image into significant areas with 
an appreciation over its unique application. Image processing methods are beneficial for cell counting 
as they can minimize the time of cell counting and ailment diagnosis effectively. Proper recognition 
of cell is essential for cell counting. This detects the disorder and diagnosis. Using this method helps 
diagnose the disorder in less time, no use of chemicals, and no human error and the accuracy of this 
method gives more than 90% accuracy. 
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