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Analysing massive patent documents in heavy industries including automotive has 
become important in recent years as they contain a lot of information that is extremely 
difficult to deal with from huge numbers and various forms. Important documents such 
as patent data on a huge scale has become a major concern owing to time constraints 
and enormous costly work. In natural language processing (NLP), text mining is used to 
determine several features such as segmentations and attributes of data. The important 
step in data mining is pre-processing data information from massive text data. In this 
paper, the fundamental concept of pre-processing and data analysing is examined to 
provide accurate and meaningful information from the chosen data set. This study 
focuses on two automotive companies, namely Mazda and Mitsubishi to describe the 
similarities, distances and frequencies between several patent documents. To 
demonstrate the behaviour of selected patent documents, word cloud, co-occurrence 
networks and correspondence analysis are also presented. 
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1. Introduction 
 

Automotive is an important and well-known field of study contributing to the enrichment of 
science and technology while patent data is an important source of information for company’s 
policymakers and other stakeholders. In this section, the aforementioned fields are described in 
detail and some previous studies also presented. 
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1.1 Automotive 
 

This has further encouraged many researchers and inventors to develop new technologies for 
fulfilling the demand in this field. These new technologies are expected to aid in analysing and solving 
the problems encountered by the major players locally and internationally. Hence, mathematical 
models have been introduced to simplify the processes involved by employing tools such as statistics, 
probability theory, graph theory and differential equations. These mathematical methods help in 
understanding the nature of problems that cannot be clearly interpreted through observation. For 
instance, in the field of automotive or manufacturing, the dynamic mathematical model has been 
developed to help medium-sized companies in their sustainable system [1]. 

Generally, automotive is a field that has provided enough material through possibly more than 
thousands of books and research articles. Part of the material has been covered in this work [2-4]. 
The importance of mathematical models in the breakthrough of science and technology cannot be 
underestimated. Systems such as mechanical, electrical, biological or even economics can be 
accurately described using a mathematical model. In combination with the rapid development of 
computers during the last 30 years, the number of available models within every scientific area has 
expanded. Today, it is possible to numerically solve complex process models, which was hardly 
imagined a couple of decades ago. Models can be constructed simply while producing the real 
process behaviour. The models should be accurate and concise besides being able to reveal 
everything about the internal cause-effect relationships within the process. Each model is commonly 
built for a specific task to a prescribed accuracy [5]. 

Unfortunately, mathematically modelling a problem is not as easy as it sounds. Nonetheless, the 
perspective of the model can serve as a good long-term goal for those who deal with it. In industries 
that produce large and heavy products like automotive, it must be realised that an accurate model is 
very important as it requires large and heavy machinery and facilities and involves complex 
production processes. It should be noted that a mathematical model is a simplification of reality, 
especially when modelling complex systems involving current trend technology [6]. Usually, 
theoretical assumptions are required to start a model. An accurate model of a process would allow 
the prediction of process behaviour for different conditions, thereby enabling the optimisation and 
control of a process for specific purposes such as risk and profit. 

There are several steps to be considered in using mathematical modelling approaches to a 
problem. Continuous measured data free from noise is very helpful in the validation procedure, an 
important part of general modelling methodology that considers the nature of a system or process 
that occurs [7]. 
 
1.2 Patent 
 

A patent is a legal document that grants exclusive use and rights to the inventor or assignee. A 
patent records information about the technology and describes the processes related to the 
invention [8]. Analysis of patent data could essentially enrich the scope and depth of strategic 
technology policy-making: alignment of a company’s innovation strategies, evaluation of R&D 
proposals, assessment of technology competitiveness and other important tasks. The most 
comprehensive study based on patent data is related to patent landscape. 

A patent landscape contains various information regarding trends, geography, patent strategies, 
leading companies and legal events. Modern patent analytics provides a systemic view for better 
policy making especially in the context of extreme growth of the world’s repository of patent data 
and evolution of the intellectual property analytics [9]. Patent analytics (intellectual property 
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analytics) has been widely used to measure innovation performance [10-12], find knowledge 
spillovers [13,14] and monitor emerging technologies and technology diffusion [15]. 
 
2. Literature Review 
 

A clustering algorithm with non-exhaustive overlaps is proposed to overcome deficiencies with 
exhaustive clustering methods used in patent mining and technology discovery. The non-exhaustive 
clustering approach allows for the clustering of patent documents with overlapping technical findings 
and claims, a feature that enables the grouping of patents to define related key innovations [16]. 
Clustering is an effective text mining technique and is also considered an unsupervised technique 
with the goal of putting similar objects in groups whose members have more similarities with each 
other [17]. It is obvious that patent classification and Derwent World Patents Index (DWPI) data are 
the two most important types of patent information that may greatly improve patent clustering, 
whereas claims may be an optional type of patent information [18]. 

Clustering is a continuous process that includes collecting data, determining a similarity criterion 
between data, selecting an appropriate clustering method, evaluating the performance of the 
selective method and finally interpreting the results of clustering. In the previous study, K-Means 
Self-Organising Map (SOM) was adopted to conduct the task of patent clustering analysis [19]. 
Clustering algorithms are widely used in unsupervised learning and are among the most useful 
techniques to discover groups of similar items and uncover patterns in the underlying data. In a 
typical clustering algorithm, data is partitioned and distributed between clusters based on the 
similarity between groups and dissimilarity among different clusters. Such algorithms work on 
calculating distance amongst the points, iteratively calculating revised distance among different 
groups and classifying new data points into identified clusters [20]. 

Among various machine learning techniques, document clustering is very useful for patent 
analysis. As a way to improve efficiency including patent analytic work, many studies have applied 
machine learning technology to patent documents for revealing business trends and performing 
technical analysis, which has been ongoing for many years [21]. Through clustering, similar patents 
are grouped and utilised for invalid patent searches, patent summarisation, technology monitoring, 
technology prediction and the development of patent map [22]. Additionally, various clustering 
methods have been utilised for patent clustering. Association rule mining (ARM), reinforcement-
learning-based page ranking algorithms, support vector clustering, matrix factorisation and the 
common k-means clustering method have all been used for patent clustering [23-25]. 
 
3. Methodology 
 

Normally, the aspects of patent documents are useful for machine learning techniques such as 
international patent codes (IPCs), patent citation information and structured data regarding 
inventors including regular text data. 

 
3.1 Data Source 
 

The patent databases were collected from the DWPI database in March 2022. All automotive 
businesses that filed for a patent in Japan were included in the data collection with the application 
year starting from 2000 until 2021. The patents were then split into two time periods: 2000-2010 and 
2011-2021. This study focused on two automotive companies, which are Mazda and Mitsubishi, 
totalling 25,595 patent applications.  
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The primary reason for selecting these two Japanese automotive companies is because their sales 
ratios for their respective product segments are relatively similar, with an average of 60% going to 
SUVs and the remaining 40% to other product segments such as compact cars, sedans and MPVs 
[26,27]. 
 
3.2 Text Mining 
 

The DWPI abstract was employed in this text mining to examine the patent trends of patent 
publications. The text mining process as presented in Figure 1 consists of two main steps: 
 

 
Fig. 1. Flowchart of text mining process 

 
3.2.1 Text pre-processing 
 

There were 244 null abstracts in the dataset. After omitting the missing abstract, a total of 25,351 
patents were used for analysis. Numerous abstracts have sentences that are not significant (e.g., 
"Drawing includes non-English language text"), which would not accurately reflect the key trends 
from these two companies if included. The sentences were therefore removed from the abstract. 

Sentences were broken up into words for text pre-processing. The "Standard POS Tagger" was 
used for lemmatisation, which transformed these words into their original forms. For instance, the 
word "include" was retrieved from a text that contains the phrases "include", "includes" and 
"included". KH Coder provided two forms of word processing, which are stemming and 
lemmatisation. Stemming cuts off the end of words, while lemmatisation does not treat all words 
equally. Lemmatisation, for instance, tries to differentiate between the verb "think" and its gerund 
form, "thinking." This processing lessens the workload needed for counting frequency, figuring out 
how words relate to one another and generating coding rules.  

After that, the stop words were removed. ‘A’, ‘and’, ‘the’, as well as words that are overly 
prevalent in automotive patents, such as ‘vehicle’, were included in the list of stop words. 
 
3.2.2 Text analysis 
 
TF-DF plot 
 

The extraction algorithm is used to find the key terms that can differentiate between the two 
periods of patent application, which can be accomplished by comparing the correlation between TF, 
the total number of times each phrase appears in the data and DF, the total number of documents 
where each term appears.  
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This command generates a figure with the TFs represented on the x-axis and the DFs on the y-
axis. In this plot, the correlation between the two variables (TF-DF) is typically strong. To provide 
accurate and meaningful data from the plot, a word cloud was generated using R software. Word 
clouds are used to visually represent words in the patent application that appear most frequently. 
 
Co-occurrence network 
 

Co-occurrence network is a common technique used in quantitative analysis. The strength of co-
occurrence, which is drawn as network edges, is calculated using the Jaccard coefficient as follows 

 
𝐶!"##"$% =

"
"&'&#

             (1) 

 
where a is the number of co-occurrences, b is the number of locations where taxonomy 1 occurs and 
taxonomy 2 does not, and c is the number of locations where taxonomy 2 occurs and taxonomy 1 
does not. The Fruchterman-Reingold approach is used to locate the nodes (words), which aids in 
creating undirected networks with straight edges [15]. Then, the next step is the detection of edge 
and centrality of nodes [28]. 
 
Correspondence analysis (CA) 
 

Correspondence analysis is one of the principal component analysis techniques that is aimed 
primarily at categorical data. Principal component analysis techniques are used to reduce the 
dimensionality, increase interpretability and at the same time minimise information loss. The main 
objective of CA is to visualise rows and columns of a data table in two- dimensional space in the form 
of a map [29]. The distance and relative positions of points have a specific interpretation that helps 
to explore the types of words that have a similar appearance pattern for each variable in this text 
analysis. 
 
4. Results and Discussion 
 

This section analyses the computational result obtained from the text analysis using KH Coder 3 
and R software. 

 
4.1 Key Topics 
 

Figure 2 and 3 visualise the frequent words retrieved from abstracts using TF-DF plot from KH 
Coder and implemented on R software. The least frequent words are represented by the word clouds 
on the outermost circle (green words). The largest or innermost word, meanwhile, emphasises the 
most used word in the abstract. The word "engine" was the one that appeared the most frequently 
in the first period (Figure 2), followed by the words "portion," "control" and "structure." This indicates 
that Mazda is more engine-focused.  

However, its focus has changed from engine only to engine and portion over the past 11 years. 
Meanwhile, Mitsubishi's primary attention has shifted from engines to controls and portions. 
Additionally, the battery, engine, electricity and structure are supporting elements in the second 
term. 
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Year 2000-2010 Year 2011-2021 

Fig. 2. The research topics for Mazda for 20 years starting from 2000 
 

  
Year 2000-2010 Year 2011-2021 

Fig. 3. The research topics for Mitsubishi for 20 years starting from 2000 
 
4.2 Co-Occurrence Network 
 

The co-occurrence network commonly occurring patents for Mazda and Mitsubishi is highlighted 
in Figure 4 and 5. By merely looking at the groups of often occurring words that are frequently 
combined, the main themes of the data can be identified. The network, often referred to as the 
connecting line, connects words that are frequently used in combination. If the words are joined by 
a line, the co-occurrence is strong. The regularity of the qualities is shown by larger nodes. Even if 
the frequency of the attributes "engine" and "portion" in Mazda was high in Figure 4, there was no 
co-occurrence between these two terms in the research, suggesting that the attributes "portion" in 
the red cluster and "engine" in the blue cluster are unrelated. 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 37, Issue 2 (2024) 94-103 

100 
 

  
Year 2000-2010 Year 2011-2021 

Fig. 4. Co-occurrence network of frequently occurring patent for Mazda for 20 years 
starting from 2000 
 

  
Year 2000-2010 Year 2011-2021 

Fig. 5. Co-occurrence network of frequently occurring patent for Mitsubishi for 20 years 
starting from 2000 

 
4.3 Correspondence Analysis 
 

The correspondence analysis for Mazda and Mitsubishi, which takes the application year into 
account, is highlighted in Figure 6 and 7. The two-dimensional relationship between the application 
year and the words on the same diagram was the focus of the analysis. The area of each circle was 
proportional to the number of occurrences of each word. As a result, the circle grew in size the more 
frequently the attribute appears. The number of attributes in the equivalent quantity of text was 
proportionately represented by the area of each square. In correspondence analysis, uncharacteristic 
words were uniformly found near the origin, whereas words with strong characteristics were located 
away from the origin. "Coating" and "battery" were plotted distant from the origin in the first period, 
indicating their strong features (Figure 6). The second period, however, also demonstrated that the 
"battery" has strong characteristics. In other words, certain attributes are distinct from others whose 
contents are different. 
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Year 2000-2010 Year 2011-2021 

Fig. 6. Correspondence analysis for Mazda for 20 years starting from 2000 
 

  
Year 2000-2010 Year 2011-2021 

Fig. 7. Correspondence analysis for Mitsubishi for 20 years starting from 2000 
 
5. Conclusions 
 

This study visualised the frequent words retrieved from abstracts using a TF-DF plot from KH 
Coder and implemented on R software. The least frequent words are represented by the word clouds 
on the outermost circle (green words). The largest or innermost word, on the other hand, emphasises 
the most used word in the abstract. For Mazda, the word "engine" was the one that appeared the 
most frequently in the first period (2000-2010), followed by the words "portion," "control" and 
"structure." This indicates that Mazda is more engine-focused. However, the focus changed from 
engine only to engine and portion for the past 11 years (2011-2021). Mitsubishi's primary attention 
has shifted from engines to controls and portions in the meantime. Additionally, the battery, engine, 
electricity and structure were supporting elements in the second term. By merely looking at the 
groups of often occurring words that are frequently combined, the main themes of the data can be 
identified. The network, often referred to as the connecting line, connects words that are frequently 
used in combination. The regularity of the qualities is shown by larger nodes. The correspondence 
analysis for Mazda and Mitsubishi, which takes the application year into account, has been 
highlighted. The two-dimensional relationship between the application year variable and the words 
on the same diagram is the focus of the analysis. The area of each circle is proportional to the number 
of occurrences of each word. As a result, the circle grew in size the more frequently the attribute 
appears. The number of attributes in the equivalent quantity of text was proportionately represented 
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by the area of each square. In correspondence analysis, uncharacteristic words were uniformly found 
near the origin, whereas words with strong characteristics were located away from the origin. 
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