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The primary objective of this study is to develop a real-time system that can predict the 
emotional states of an individual who commonly undergoes various experiences. The 
primary methodology suggested in this research for detecting facial expressions 
involves the integration of transfer learning techniques that incorporate convolutional 
neural networks (CNNs), along with a parameterization approach that minimizes the 
number of parameters. The FER-2013, JAFFE, and CK+ datasets were jointly used to train 
the CNN architecture for real-time detection, which broadened the range of emotional 
expressions that may be recognized. The proposed model has the capability to identify 
various emotions, including but not limited to happiness, fear, surprise, anger, 
contempt, sadness, and neutrality. Several methods were employed to assess the 
efficacy of the model's performance in this study. The experimental results indicate that 
the proposed approach surpasses previous studies in terms of both speed and accuracy. 
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1. Introduction 
1.1 Manifestations of Emotions 

 
One of the most important parts of successful two-way communication between people is being 

able to read their facial expressions of emotion. Facial expressions are a potent form of 
communication as they convey one's emotions and genuineness, providing meaning to what is being 
communicated. Automated Facial Expression Recognition (AFER) is an interdisciplinary field that 
intersects different domains, including Artificial Intelligence, Psychology, Neuroscience, and 
Behavioural Research. It is commonly acknowledged that the progress in computing technology has 
significantly accelerated research in the fields of artificial intelligence (AI) and pattern recognition. 
Human and machine communication requires a good rapport to establish a genuine connection. 
However, only 38% of information is transmitted through voice and language, whereas 55% is 
conveyed through facial expressions. It is possible to deduce someone's emotional state just by 
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observing their face. There is no universally accepted definition of emotion, despite the abundance 
of research on this topic [1]. Emotional display is one of several ways a feeling may manifest itself, 
and this could be one approach. Unlike feelings, emotions can be easily created. 

Accurately predicting emotional states in real time holds significant importance and has the 
potential to bring about transformative impacts across various domains. This capability has profound 
implications for mental health, as it enables timely interventions and personalized treatment plans 
based on individuals' emotional states. Additionally, in the realm of human-computer interaction, 
accurate real-time emotion prediction allows interactive systems to adapt their responses and 
interfaces, creating more intuitive and engaging user experiences. Moreover, in the context of 
personalized services, understanding customer’s emotional responses in real-time empowers 
businesses to tailor their offerings and marketing strategies to enhance customer satisfaction and 
loyalty. Accurate real-time emotion prediction also fosters healthier social relationships, as it 
enhances individuals' ability to understand and empathize with others' emotions, leading to 
improved communication and social bonding. Furthermore, this capability contributes to the 
advancement of artificial intelligence and robotics, enabling more emotionally aware systems and 
robots that can interact more naturally and effectively with humans. Thus, accurate real-time 
prediction of emotional states holds immense potential for improving mental health support, human-
computer interaction, personalized services, social relationships, and the development of intelligent 
systems. 

Despite its intricacy, the majority of tasks related to the complex structure can be accomplished 
by utilizing the frontal face as input. Therefore, significant resources have been allocated to the 
development of automated methods for encoding expressions. 

Under controlled conditions, it is feasible to identify basic facial emotions, such as those 
expressed on the front faces or through side postures, which can contribute to the effective 
completion of the assignment. The study of emotion encompasses several vital and complex fields of 
study. Emotion detection systems have the ability to identify a range of common emotions [2], 
including neutral, happy, sad, surprised, angry, fearful, and disgusted, as shown in Figure 1.  
 

 
Fig. 1. Universal facial emotions [3] 

 
The presence of 21 different emotional states is due to compound emotions rather than universal 

emotions. A compound emotion, such as a combination of happiness and surprise, is created when 
both emotions are combined [2]. This is due to the fact that the physiological sensations of surprise 
expressions are mixed with happiness, as shown in Figure 2. 

There are several possible uses for technology that can recognize facial expressions and 
determine an individual's emotional state. Applications of emotional and social awareness 
technology include enhancing gaming experiences, identifying drowsy drivers, and detecting signs of 
pain or distress in patients [4]. There are also devices that make it easier to spot drivers who are too 
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tired to drive. Most previous work on FER has focused on enhancing the process of feature extraction 
stages. Features extracted from appearance-based, geometric-based, or hybrid-based feature 
extractors as shown in Figure 3, are then fed into various classifiers to make decisions using different 
methodologies.  

 

 
Fig. 2. Combination 
of happy and 
surprised emotions  

 

 
Fig. 3. Appearance and geometric-based feature extractors [5] 

 
However, the computational difficulty of conventional approaches makes it challenging to 

achieve high recognition rates. Although the basic model can capture some aspects of emotional 
expressions, it fails to capture the complexity and subtlety of our emotions in real-life situations. 
Therefore, a more sophisticated approach that combines the action coding system and the 
continuous approach is required to capture expressions accurately. Variations in head orientation, 
illumination, and occlusion can introduce additional levels of complexity. 

As individuals may exhibit diverse ways of conveying their emotions, the interpretation of an 
image may differ based on various factors, including background luminosity, background hue, image 
orientation, and other characteristics, as illustrated in Figure 4, which depicts an instance of 
illumination impact. Another aspect that plays a role in determining interpreted pictures is the 
common practice of minimizing the significance of real, unposed expressions. Therefore, it is 
essential to have a reliable and automated Facial Expression Recognition (FER) system that can adapt 
to different situations. 

Several approaches to automatically recognizing facial expressions have been suggested and 
reviewed. A considerable proportion of the initial studies utilized graphical representations in 
geometric form. These studies involved the use of active contours to recover the shape of the lips 
and eyes, vector descriptors for tracking facial movements, and variable mesh models in 2D. Other 
techniques employed Gabor filters, local binary patterns, and other appearance-based 
representations [4]. These feature extraction methods were commonly combined with various 
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classifiers to identify action units or categorize emotions, ensuring the accuracy of the findings. In 
this research, random forests and support vector machines (SVMs) were the two classifiers that were 
most often utilized. 
 

 
Fig. 4. Effect of 
illumination changes in 
face images [6] 

 
Convolutional neural networks (CNNs) are artificial neural networks comprising multiple layers 

designed to mimic the structure of the human brain and address complex problems. These artificial 
neurons, equipped with a bias and an activation function, derive an output from an image, thereby 
assigning greater significance to the picture. Artificial neurons have a wide range of applications, 
including image classification, recognition, and segmentation. Additionally, artificial neurons can 
perform simple convolutions [7]. Increasing the amount of data provided to the convolutional neural 
network can lead to the development of a more reliable and accurate deep learning model. One 
approach to achieve this is through deep learning-based facial expression recognition, which can 
recognize a broad spectrum of human emotions (such as anger, fear, neutrality, happiness, disgust, 
sadness, and surprise) from single images. 

This technique aims to automatically recognize facial expressions to accurately reflect an 
individual's emotional state. When training a CNN, images of faces from an emotional expression 
dataset are labelled and used. After this stage, the suggested CNN model will determine the 
appropriate facial expression. Previously established CNN-based models have demonstrated a high 
level of accuracy in recognizing emotions in FER testing. However, these models still require a large 
amount of memory and computational power. Due to these limitations, they cannot be deployed in 
resource-constrained environments [8]. A lightweight CNN, on the other hand, requires less memory 
and processing power, making it suitable for real-time applications. 

Transfer learning in CNN is a technique that extracts features from the FER2013, CK+, and JAFFE 
datasets [10–13] by using pre-trained convolutional neural network models on a large dataset. 
Instead of training a new CNN model from scratch, transfer learning allows us to fine-tune an existing 
model by adjusting its parameters to improve performance [13]. This approach is particularly useful 
when there is a limited amount of training data available, as it saves time and computational 
resources. By utilizing transfer learning, we can leverage the knowledge learned from a large dataset 
and apply it to a new dataset FER2013, CK+, and JAFFE [10–14], resulting in improved accuracy and 
efficiency in training CNN models. 

To enable real-time detection on the combined dataset, transfer learning (TL) was employed from 
the FER-2013 dataset during the training process. This approach was adopted because previous 
studies have demonstrated that using TL with the CK dataset leads to improved precision [15]. 
Moreover, time is saved as TL eliminates the need for initial training. In a nutshell, the following 
factors were taken into consideration as a direct consequence of this research: 
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i. Developing a CNN with a simpler structure to facilitate quicker detection. 
ii. The goal of this project is to accelerate the process of detection by utilizing transfer 

learning while maintaining the reliability of the result. 
iii. A comprehensive dataset was compiled from various sources, including natural 

surroundings and laboratory environments, to achieve timely target detection for real-
time purposes. 

iv. Creating an application that can identify facial expressions in real time with a reduced 
runtime cost compared to existing works in the current research literature. 

v. Emphasizing the distinct variations that arise among various convolutional neural network 
techniques under similar conditions. 

vi. Utilized CNN visualization techniques were utilized to enhance understanding of the 
model generated through the application of the most up-to-date and advanced FER 
techniques to various datasets. This enables us to make more accurate predictions based 
on analysis outcomes. 

vii. Demonstrating that the network for detecting emotions can generalize over a broad 
variety of datasets and FER. 

 
1.2 An Analysis of Prior Research in the Relevant Field 

 
Deep learning-based facial expression recognition is a sophisticated technology utilized for this 

purpose. It has achieved exceptional success in image classification and can accurately describe 
emotions based on single images, including anger, fear, neutrality, happiness, disgust, sadness, and 
surprise. 

The objective of this method is to automate the detection of facial expressions, which can aid in 
accurately evaluating someone's emotional condition. To apply this approach, a Convolutional Neural 
Network (CNN) was trained with a set of labelled facial expression images extracted from benchmark 
facial expression datasets. A dataset consisting of facial images curated for the purpose of analysing 
facial expressions is commonly known as a facial expression dataset, which includes a variety of facial 
images. Next, the proposed CNN model predicts the intended facial expression. The CNN technique 
is often used to achieve this specific goal. The term "facial expression analysis" can be traced back to 
the work of Reddi et al., [16]. Since then, the wide range of applications for FER has fuelled an 
increasing number of research initiatives in this field. Applications in healthcare, nonverbal 
communication, and even the study of human behaviour can all benefit from the implementation of 
an autonomous facial expression detection system. The applications of such a system are not limited 
to the ones listed above. 

Despite the fact that the field of emotion detection has been around for a few decades, it remains 
an interesting field for research due to its numerous beneficial applications. Researchers have 
invested considerable time and effort in developing algorithms capable of accurately identifying 
human emotions. However, despite notable advancements in this area, most research conducted on 
still images has been unable to address the challenges posed by variations in lighting, changes in 
facial position, and obscured facial expressions. The usual automated approach for facial expression 
recognition (FER) comprises three crucial stages: detecting the face, extracting its features, and 
identifying the emotions of the subject. 

Feature extraction techniques primarily rely on facial appearance and geometrical properties. 
Appearance-based algorithms are employed to extract intensity, gradient, and textural variations 
from the designated facial region as shown in Figure 5. 
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Fig. 5. Conceptual generation of various facial Images using 
appearance-based algorithms [17] 

 
Conversely, geometric facial features are extracted based on the underlying anatomy of the face, 

as shown in Figure 6. To recognize different emotions, for instance, it is essential to calculate the 
distances between various facial landmarks. These landmarks are located on the face. Moreover, the 
hybrid technique integrates both geometric and visual methodologies for feature extraction. To 
recognize emotions, it is crucial to input the gathered handcrafted characteristics into established 
classifiers. 

 

 
Fig. 6. Geometric-based algorithms facial muscle 
movements [18] 

 
Zhang et al., [19] developed a highly effective approach for classifying halftone pictures and 

processing images, which can be used to analyse key elements of both still and motion images. 
Unsupervised learning and stacked sparse autoencoders (SAE) were used to extract grayscale image 
features. The FER-2013 and CK+ datasets were utilized to train a CNN model based on the ResNet 
architecture, and the model was used to extract characteristics from the data. In addition to the 
complexity perception classification (CPC) technique, other classifiers such as Softmax, linear SVM, 
and random forest were employed. The combination of CNN+Softmax with CPC resulted in 
recognition rates of 71.35 percent for the FER2013 dataset and 98.78 percent for the CK+ dataset. 

Lekdioui et al., [20] proposed an approach to identifying facial expressions based on the texture 
and shape descriptors of the face. CNN can yield good results when trained to analyse a face and 
recognize the features that influence its predictions [21]. This factor is crucial in obtaining positive 
outcomes from CNN. Similarly, Happy introduced a method for extracting facial patches using 
landmark points and LDA features. Baffour et al., [22] developed a flexible hypothesis pooling 
strategy to address the issue of image multi-categorization. With this method, the model can take 
any assumptions about the object segment as input. Each concept is then connected to a single CNN 
through a chain of other concepts and events. In summary, the use of maximum pooling is a viable 
option for generating standard predictors in multi-label predictions by combining the outputs of 
various hypotheses within the model. 
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Several issues related to facial emotion recognition applications may arise, such as alignment, 
face detection, and face recognition. Chowdary et al., [23] proposed a multi-level CNN with 18 layers, 
similar to VGG. The proposed model not only utilizes the existing high-level features but also 
incorporates information from the underlying layers. By implementing a multi-level CNN, 
improvements in the accuracy of the core CNN model were achieved, reaching 69.21%. 

Liu et al., [24] employed an original optical flow technique called MDMO. An affine 
transformation was then used to enhance illumination, address its complications, and account for 
the subject's head movement in order to optimize texture information extraction. Training a support 
vector machine (SVM) classifier on the data of regions of interest (ROIs) in the face helped in 
identifying genuine emotions. The model achieved an accuracy rate of 73.03 percent on the FER 
dataset. 

In order to investigate visually observed features, a part of the research community developed 
an autoencoder. Zeng et al., [25] designed deep sparse autoencoders (DSAE) to train appearance-
based features that can be utilized for recognizing facial emotions. On the other hand,  
Naumann et al., [26] developed a deep learning model for facial alignment and correction based on 
landmark features and recurrent recognition. Chen et al., [27] demonstrate the ability to identify 
genuine emotions in images using deep learning. 

In contrast to earlier studies that utilized manual feature extraction from facial images and 
employed a two-step approach for detecting smiles by training a classifier, deep learning seamlessly 
integrates feature learning and classification into a single model, thereby increasing efficiency. The 
procedure of identifying the feature points is without a doubt the most difficult part of the geometric 
approach. In their research, Ezerli et al., [28] proposed a geometric method that utilized feature 
points to isolate the eye and mouth areas. These areas were then mapped quadrilateral to obtain 
input for a fuzzy membership algorithm, ensuring precise categorization of facial emotions.  
Pang et al., [29] developed a system that accurately applies the CNN DL algorithm to identify visual 
objects. 

Ongoing research efforts are currently focused on the demanding area of video analysis called 
"human activity identification," which is garnering considerable interest. Ronao et al., [30] proposed 
an efficient and effective system for detecting human activity, utilizing sensors that are typically 
present in smartphones. The suggested approach was evaluated on diverse experimental datasets, 
producing outstanding results. Christou et al., [31] introduced a 13-layer CNN model that achieved 
an accuracy of 91.12% when tested on the validation subset of the Fer2013 dataset. The model was 
employed to obtain these results. 

In addition to the CK+, JAFFE, and FACES datasets, Sajjanhar et al., [32] also used them. The results 
indicated that the VGG19 model achieved the highest accuracy on the FACES dataset, showcasing its 
best performance to attain this level of accuracy. 

Chen et al., [27] developed a two-stage approach that includes training separate convolutional 
neural networks (CNNs) using the CK+ and BU-4DFE datasets. On the other hand, Dosovitskiy et al., 
[33] utilized Flownet 2.0, a novel automated micro-expression analysis technique , to improve the 
performance of their dual-template CNN model [33–39]. Although the proposed model did not 
perform as well as traditional methods, it still achieved accuracy rates of 95.4% and 77.4% on the CK+ 
and BU-4DFE datasets [27], respectively. Kumar et al., [38] employed a frequency-domain-based 
approach to remove low-intensity expression frames. Their analysis revealed that low-intensity 
frames lack textural variation. The emotional snapshot created from the last set of high-intensity 
frames is improved by the presence of strong motion in those frames. Once all these intense frames 
have been evaluated, each is assigned an emotion using the appropriate CNN model. 
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Spatial Pyramid Pooling (SPP), introduced by He et al., [41] has been widely used in computer 
vision automated systems. These systems encompass various applications such as expression 
analysis, anti-spoofing technologies, and semantic segmentation. ASPP, developed by [42–47], is 
extensively employed in several applications, including object identification, image classification, and 
image segmentation. These are just a few examples of the numerous applications that have utilized 
ASPP in these domains. Similarly, there is a growing trend of using CNN-based algorithms as a 
replacement for conventional feature extraction methods due to their self-learning capabilities and 
the rapid advancement of deep learning models. Consequently, many researchers have become 
increasingly interested in exploring this area [48], primarily because CNN can learn on its own. 

One prominent study by Zhang et al., proposed a novel deep learning architecture called "Facial 
Expression Transformer" (FET) for FER [49]. The FET model leveraged self-attention mechanisms to 
capture fine-grained spatial dependencies within facial images, leading to improved expression 
recognition accuracy. Their results demonstrated superior performance on benchmark datasets such 
as CK+ and RAF-DB. 

In another study, Li et al., explored the use of multimodal approaches for FER by integrating both 
facial and physiological signals [50]. Their work demonstrated that combining facial features 
extracted from deep convolutional neural networks with physiological signals, such as heart rate and 
electrodermal activity, resulted in enhanced emotion recognition accuracy. This fusion of multiple 
modalities has shown promise in capturing a more comprehensive representation of emotional 
states. 

Additionally, Mollahosseini et al., proposed a novel dataset named "AffectNet" that contains a 
large-scale collection of diverse facial expressions labelled with valence and arousal values [51]. This 
dataset enabled researchers to train and evaluate deep learning models for continuous emotion 
prediction. The availability of such datasets has facilitated advancements in continuous emotion 
recognition, opening new possibilities for real-world applications. 

Furthermore, recent studies have explored the use of generative models, such as Generative 
Adversarial Networks (GANs), for FER. For instance, the work of Xu et al., introduced a GAN-based 
approach for facial expression synthesis, allowing for data augmentation and addressing the scarcity 
of labelled training data [52]. Their method generated realistic facial expressions that facilitated the 
improved performance of deep learning models for FER. 

Facial emotion recognition is crucial in various domains [53], but low-resolution images can 
hinder accurate classification [54]. To address this, Ullah et al., have explored the use of 2-D canonical 
correlation analysis (2-D CCA) for image super-resolution in facial emotion recognition [55]. 2-D CCA 
finds a correlation between low-resolution and high-resolution image pairs and learns a 
transformation function. This technique has shown improved accuracy compared to traditional 
methods. Researchers have also introduced variations and enhancements, such as incorporating 
constraints or combining 2-D CCA with other techniques like deep learning. These approaches hold 
promise for enhancing resolution and improving emotion recognition. Further research is needed to 
optimize these schemes for real-world applications. 

Facial emotion recognition using deep learning techniques has been an active area of research in 
computer vision and affective computing. Ullah et al., [56] have explored the use of deep 
convolutional neural networks (CNNs) such as VGGNet, ResNet, and InceptionNet, trained on large-
scale datasets like FER-2013, CK+, and JAFFE, [9-12,57] to achieve robust and accurate emotion 
recognition. Transfer learning techniques have been employed to fine-tune pre-trained models and 
leverage learned features from general image recognition tasks. Temporal modelling with recurrent 
neural networks (RNNs), particularly LSTM networks, has been utilized to capture dynamic facial 
expressions over time. The fusion of multiple modalities and the integration of generative adversarial 
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networks (GANs) for facial emotion synthesis and augmentation have also been explored. These 
approaches have advanced the field, improving accuracy and robustness in facial emotion 
recognition. However, challenges such as occlusion and pose variation still require further research 
for real-world applications.  

These recent advancements and studies highlight the dynamic nature of FER research, with a 
focus on developing more accurate models, exploring multimodal approaches, introducing new 
datasets, and leveraging generative models. Despite these contributions, there remains a need for 
further research to address challenges such as handling non-frontal and partially obscured facial 
expressions, improving model generalization across different demographics, and enhancing real-time 
performance in challenging scenarios. 

According to our research, significant advancements have been made in the field of FER. 
However, current practical applications require solutions that can achieve desired accuracy without 
incurring high computational costs. Conventional approaches may be faster in identifying FER, but 
they are less accurate when considering FER in its natural context. The high computational costs 
associated with using most CNN-based algorithms, which are parameter-intensive, are the main 
cause of this issue. Despite the success of CNN-based strategies, this challenge persists. For instance, 
the VGG-16 architecture, widely used in research, requires over 138 million parameters, making it 
difficult to implement in scenarios with limited resources. 

In our proposed method, we incorporate images taken both outdoors and in controlled 
laboratory settings to improve real-time recognition. This approach differs from previous studies that 
primarily focused on utilizing frontal faces in laboratory environments for real-time analysis. To 
address these limitations, we have developed a CNN specifically designed for FER in practical 
applications, with lower computational demands and fewer parameters (less than 1.3 million). 
Additionally, transfer learning (TL) can be employed to reduce training time and enhance the 
accuracy of the model. Moreover, this CNN model can be utilized with images captured in various 
settings, including controlled laboratory environments and outdoor conditions, to improve real-time 
recognition. This departure from previous studies, which predominantly focused on frontal faces in 
laboratory settings, contributes to a more comprehensive analysis. By incorporating transfer learning 
techniques and fine-tuning pre-trained models, this study seeks to improve the accuracy and 
efficiency of emotion recognition, thus bridging the gap between existing approaches and the 
requirements of real-world applications. 

 
2. Methodology  
2.1 Introduction 

 
The recommended approach is presented in Figure 7 at a high-level overview. Our research 

introduces a novel framework that involves the utilization of a CNN within a simulated environment 
for expression analysis. To ensure the impartiality of our proposed model, we start by acquiring fresh 
raw images from various datasets (referred to as image acquisition) and eliminating any potential 
dataset bias. Next, we employ facial detection and resizing methods to isolate the region of interest 
and preprocess the resulting images to prepare them for training our algorithm in facial emotion 
identification. Initially, we train the images from the merged dataset using the training data. Our 
approach incorporates transfer learning to generate a trained model. Once the training phase is 
completed, our suggested model proceeds to analyse the selected image to detect the presence of a 
facial structure. When a face is detected by a cascade classifier, the image progresses to the next 
stage of pre-processing. 
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Fig. 7. Proposed system architecture [10–13], [53] 

 
The image pre-processing stage consists of several distinct steps, as illustrated in the proposed 

system architecture. Various methods and technologies are employed to improve facial expression 
recognition, including cropping, rotating, flipping, and stretching the detected facial area. 
Subsequently, normalization and magnification techniques are applied to detect landmarks and align 
the designated facial expressions. Adjabi et al., utilized the process flow for each phase as depicted 
in Figure 8, choosing it for inclusion in this study due to its proven effectiveness [58]. In the final 
stage, supplementary data is incorporated to enhance the accuracy of the model's predictions. 

 

 
Fig. 8. Process flow 

 
2.2 Pre-Processing 

 
Several factors, such as the capturing device and lighting conditions, influence the need for image 

pre-processing. Typically, data pre-processing is performed to enhance the image quality before 
utilization. Standard pre-processing techniques include resizing, histogram equalization, noise 
reduction, and normalization. Extensive pre-processing tasks may result in longer runtimes, which 
can hinder real-time detection capabilities. Therefore, our proposed approach utilizes a minimal 
number of pre-processing steps that do not compromise accuracy. In our study, we employ a two-
step pre-processing phase consisting of face detection and data augmentation. 
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For facial recognition, we utilize the Haar cascade classifier, which provides excellent detection 
efficiency and accuracy. By adjusting the settings such as minimum neighbours and scale factor, the 
classifier can detect multiple objects in real-time [59]. We convert the colour image to grayscale 
before feeding it to the classifier. The classifier then generates four coordinates, which can be used 
to create a rectangle around the face. To ensure consistency, we scale the detected faces to 48 by 48 
pixels. 

In real-world scenarios, various factors such as lighting, sound levels, and audience positions can 
vary significantly. Additionally, background elements may not accurately reflect an individual's 
emotional state. To train the FER model using CNN, it was necessary to pre-process the visual 
semantic input to ensure alignment and standardization. This pre-processing step involves the 
following methods: 

 
i. The initial stage in facial identification within computer vision is to detect faces, which 

involves recognizing the facial area within an image. Localization determines the face 
boundaries while facial coordinate detection involves locating the face within the image. 
The Viola-Jones (V&J) face detector is one of the popular methods used for facial 
recognition. 

ii. Deep learning-based FER systems heavily rely on data augmentation. However, in order 
to train the CNN model and ensure its adaptability for recognizing various emotions, a 
large amount of data is required. Pre-processing and cropping of input images are 
required before they can be utilized in the machine-learning pipeline. 

iii. Facial registration is a widely used initial step in face recognition tasks. It involves the 
adjusting of a sample face to match a known reference face. The process of facial 
registration aims to align the sample face with the reference face. 

iv. The eyes, mouth, nose, and eyebrows are some of the most recognizable facial features 
that act as landmarks. In our approach, we begin by detecting the individual's head and 
neck in the image and paying attention to any distinctive attributes of their facial region 
of interest (ROI). 

v. Changes in lighting and head orientation can significantly affect performance and lead to 
apparent changes in image quality. As a result, we discuss two typical methods for 
normalizing faces to minimize these variations: standardizing head position and adjusting 
brightness. Our experiment consisted of three databases with comparable numbers of 
face images but varying resolutions, resulting in distinct facial expressions. 

 
Thus, to identify the facial boundary, we initially utilized images from the Haar Cascade Library. 

The identified facial expressions were then cropped and resized to the same dimensions, resulting in 
rectangular images. To reduce the sparsity of the neural networks, the pixel values of the images 
were transformed into 48x48 grayscale images before being fed into them. 

Researchers often employ data augmentation techniques to artificially expand their datasets and 
enhance the performance of deep learning models. One effective technique for generating additional 
data for deep learning models is to use the ImageDataGenerator class from Keras's preprocessing 
package. This class can generate tensor images in batches on the fly. 
 
2.3 CNN Architecture 

 
The goal of the CNN model proposed in this study is to effectively train the pixel values in the 

rectangular facial expression region for efficient processing. This enables rapid responses using the 
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deep artificial neural network model developed in this research. We designed our CNN architecture 
with the goal of effectively and efficiently training the pixel values within the rectangular area of the 
facial expression region, as depicted in Figure 9. This is because the image size of FER-2013 is notably 
smaller (48x48) than the typical input size (224x224 or 299x299) of deep learning models, which 
influenced our architectural choices. Resizing an image result in additional redundant pixels, leading 
to duplicate information and diminished feature learning. Additionally, converting grayscale images 
to colour images requires extra computation, since the FER-2013 dataset only provides grayscale 
images. Therefore, it is advisable to create a CNN architecture with a lower number of parameters to 
reduce computational time and memory usage. The input to the CNN is a grayscale image of 48x48 
pixels, which undergoes convolution through the convolutional layer (CL). 

 

 
Fig. 9. Convolution Neural Network (CNN) model architecture [16] 

 
The process starts with the application of convolutional layers, which use filters to extract 

features from image patches. 
Upon receiving a 48x48 input image, the convolutional layer initially produces 32 feature maps 

by convolving with 32 3x3 kernels. Following the initial convolutional layer, we employed seven 
additional convolutional layers with 3x3 filters and a stride of 1. These layers were used to extract 
features at different levels, including 32, 64, 128, 256, and 256 features. This is presented as Eq. (1). 

 

𝐴𝑗
𝑖 = 𝑚(∑ . 𝐴𝑖

𝑖−1 ∗  𝑤𝑖𝑗 + 𝑤𝑡𝑏)𝑁−1
𝑡=1            (1) 

 
The convolutional operation is indicated by the * symbol, where the feature maps are 

represented by Ai and the filter by w. Through the use of suitable filters, the convolutional layer (CL) 
can capture spatial and temporal dependencies within an image. Nonlinear characteristics and 
interaction effects are captured by the ReLU activation function, which always follows the CL. The 
function returns 0 when a negative value is passed in, but any positive x value will be returned. One 
can utilize Eq. (2) to determine the input neuron's value, represented as x. 

 
𝑓(𝑥) = max (0, 𝑥)             (2) 
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After each pair of convolutional layers (CLs), a Max Pooling Layer (MPL) is employed to 
downsample the output feature maps and reduce their dimensionality. The MPL involves using 2x2 
filters with a stride of 1. The MPL downsamples the feature maps to eliminate redundant information. 
The following formula is used to compute the MPL as Eq. (3). 
 

𝐴𝑗
𝑖 = 𝐹(𝑀𝑃𝐴𝑖

𝑖−1 + 𝑤𝑏)              (3) 

 
To reduce the computation cost and prevent overfitting, a simplified representation of the data 

needs to be created by downsampling the dimensions, which allows the system to learn about 
features within binned sub-regions. This process involves producing a representation of the data and 
removing any non-overlapping parts. Furthermore, incorporating Max Pooling Layers (MPLs) in the 
network architecture provides some degree of translation invariance to the features, while also 
reducing the number of parameters that need to be trained. 

In order to train the model, a grayscale image of size 48 x 48 is inputted and various optimization 
and regularization techniques are applied. The final output class represents only one emotion from 
the set of seven emotions. The architecture of the CNN includes four layers of convolution and four 
layers of MaxPooling. 

 
2.4 Network Training 

 
During the training phase of the network, a test size of 25% was selected. To ensure parameter 

convergence, a batch size of 32 and 500 epochs were utilized. The defined learning rate was 10−3. A 
stride of 2 was used along with a kernel size of 2x2 for each convolutional and max-pooling layer. 

 
2.4.1 Hyper parameters 

 
We have utilized various hyperparameters in our model to analyse the facial expression database. 

Instead of exploring the effectiveness of the model on different databases, we have provided a brief 
overview of our training approach. We trained our model on all the data from the experiment and 
made efforts to standardize the architecture and hyperparameters to the best of our ability. 

Each model underwent a total of fifty training epochs. The initial weights of the network were 
generated by sampling from a Gaussian distribution with a mean of zero and a certain standard 
deviation. To prevent overfitting, we applied a regularization or shrinkage technique by setting 
coefficients to 0. We tested dropout values ranging from 0.1 to 0.4 before making a decision. Finally, 
we chose to use Softmax activation for multiclassification in the dense layer. 
 
2.5 Testing in Real-Time 

 
The CNN architecture proposed in this study was trained and tested using real-world data. To 

detect human faces from a computer's camera at a rate of 30 frames per second, the Haar Cascade 
Library was utilized. The detected images were then passed to the model for classification. The 
resulting predictions were displayed on a secondary screen, showing the probability of each facial 
expression belonging to a certain class. The system displayed the emotion with the highest 
probability on top of the Haar cascade frame, and this process was repeated for every 30 frames per 
second of the live camera stream. 
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2.6 Transfer Learning 
 
Transfer learning (TL) is a widely used technique in deep learning, where pre-trained model 

weights are utilized to start training for a new task. TL aims to enhance the performance of the model 
across various problems, resulting in faster training and better overall efficiency. 

Transfer learning (TL) is especially beneficial in the context of facial expression recognition (FER) 
as the available datasets are often limited in size, making it challenging to train CNN-based models 
effectively. While millions of images would be ideal for training CNNs, FER datasets generally consist 
of only a few hundred or thousand images, resulting in difficulties in training CNN-based models and 
the potential for overfitting due to the lack of data. 

To address the issue of limited datasets, we employ the inductive transfer learning approach. This 
involves utilizing weights obtained from training on a larger dataset to initialize the training process 
for a smaller dataset. In our case, we utilize transfer learning by using a pre-trained model from the 
larger FER-2013 dataset [12] to train on the CK+ and JAFFE datasets [10–12], [53]. This allows us to 
leverage the knowledge and feature representations learned from the larger dataset to improve the 
performance of our model on the smaller datasets. 

 
2.6.1 Fine-tuning the Convolution Neural Network (CNN) 

 
Fine-tuning is an essential step in transfer learning that allows us to adapt a pre-trained model to 

a specific task, such as emotion recognition. When fine-tuning a model, we selectively update the 
weights of certain layers while keeping the weights of earlier layers fixed. This process enables the 
model to specialize and learn task-specific features while leveraging the general knowledge acquired 
from pre-training on large-scale image datasets. 

In our study, we utilize various pre-trained models, including ResNet, AlexNet, VGG16, VGG19, 
Inception, and our proposed models. These models have been trained on extensive image datasets, 
such as ImageNet, to learn rich and general representations of visual patterns. They have 
demonstrated strong performance in image classification tasks and are widely used in transfer 
learning scenarios. 

When fine-tuning these models for emotion recognition, we typically freeze the early layers, 
which capture low-level features like edges and textures, since these features are already well-
learned and transferable across tasks. The later layers, which capture more abstract and high-level 
features, are fine-tuned to adapt to the specific emotional patterns we want to recognize. 

By fine-tuning the pre-trained models, we allow them to specialize and learn emotional features 
that are relevant to our target task. This approach saves significant training time and computational 
resources compared to training a model from scratch. Furthermore, the pre-trained models provide 
a strong starting point with learned representations that can capture meaningful patterns in images, 
improving the overall performance and generalization ability of the model for emotion recognition. 

 
2.7 Datasets 

 
In order to assess the performance of our model, we chose two widely used datasets: CK+ and 

JAFFE [10–12, 53]. Additionally, we included the FER-2013 dataset due to its comprehensive nature, 
versatility, and free accessibility. The expressions captured in the FER-2013 dataset were obtained 
from an uncontrolled setting, while the CK+ and JAFFE datasets were obtained in a highly regulated 
laboratory environment. 
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The FER-2013 dataset [12] was created as part of the ICML 2013 Workshop on Representation 
Learning, which included a challenge to create a dataset. This dataset consists of 35,887 grayscale 
images depicting seven distinct emotional states. The images were obtained through Google's image 
search API. It is widely used for training deep learning models, and each image has a size of 48x48 
pixels. 

In 2010, the CK+ dataset [11], which is an extended version of the CK dataset, was released to 
researchers. It contains facial expressions from 213 individuals displaying emotions ranging from 
neutral to intense. The dataset includes photographs of six universal expressions of emotions, 
including contempt, and the images are labelled using FACS codes. Compared to the original CK 
dataset, this dataset has a greater number of participants and sequences. 

The JAFFE dataset comprises 213 grayscale images depicting six universal emotions. The images 
were captured in a controlled setting using ten Japanese female models and have a resolution of 
256x256 pixels [10, 11, 53]. 
 
3. Results  
3.1 Introduction 

 
In this section, we will provide an overview of the offline and online experiments conducted and 

present a detailed analysis of the evaluation results obtained from our model. Our evaluation 
methodology is based on experiments carried out on two important facial expression recognition 
datasets, which will also be discussed. We will address the challenges and issues encountered when 
working with databases in this section as well. Furthermore, we will evaluate the performance of our 
model using different hyperparameters and conduct experiments on both the CK+ and JAFFE datasets 
to assess its effectiveness. The number of records used from each dataset is presented in Table 1. 

 
Table 1 

Total Number of records in the study dataset [10-13,53] 
Emotions CK+ JAFFE FER-2013 

Surprise 123 52 2137 
Sad 379 43 1292 
Neutral 369 47 3107 
Happy 416 49 2391 
Fear 276 43 2316 
Disgust 39 46 789 
Angry 247 47 3215 

 
Researchers in facial expression recognition (FER) are increasingly turning to deep learning as a 

powerful approach to overcome challenges such as variations in lighting, obstructed views, 
identification bias, and low-intensity expression recognition, especially in challenging environmental 
conditions. However, deep learning models require a large dataset for training to accurately capture 
subtle shifts in expression. The availability of sufficient and high-quality training data is therefore 
crucial for the development of effective deep FER systems. 

 
3.2 Data Analysis 

 
To enable both testing and training, the dataset was divided into training and testing sets with 

70% and 30%, respectively. A detailed description of the entire data preparation process is provided 
in the approach section. To ensure unbiased testing on the CK+, FER, and JAFFE datasets, we applied 
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five-fold and ten-fold cross-validation techniques. Data augmentation was exclusively applied to the 
training data, while normalization was applied to the validation and testing data. Training the 
proposed model on the FER-2013 dataset proved challenging due to its diverse nature. One of the 
most difficult tasks was developing a concise CNN architecture with minimal pre-processing steps. 

Our proposed approach achieved a substantial accuracy improvement of 2.51% compared to 
several state-of-the-art CNN-based models. To ensure accuracy despite its small size, we evaluated 
the JAFFE dataset using the ten-fold cross-validation method. Using the pre-trained weight on FER-
2013 and without any augmentation, our proposed method achieved an accuracy of 97.66% on the 
JAFFE dataset, using the same experimental setup. Additionally, by incorporating data augmentation, 
we achieved an improved accuracy of 93.92% on the JAFFE dataset. In addition to the inclusion of a 
contempt class, the CK+ dataset's range of emotions from neutral to extremely compelled 
researchers to investigate novel evaluation approaches. In this research, we used the first frame as a 
control and analysed emotions using the sixth through twelfth peak frames. 

In order to overcome any potential bias that may be introduced by suboptimal training-test 
division, whether done randomly or by the user, a five-fold cross-validation method, which is a well-
established method, is employed. The combination of two datasets not only resulted in a larger 
dataset but also provided an opportunity to include both laboratory-controlled and natural photos 
from the FER-2013 dataset. After obtaining the pre-trained weight from the combined dataset, we 
utilized it in the real-time application. Using this approach, we achieved an accuracy rate of 71.45% 
for transfer learning from FER-2013 to the new dataset (FER-2013 plus CK+). Compared to other 
state-of-the-art methods, our proposed approach outperforms in augmentation, CNN structure, and 
transfer learning. 

The FER-2013 dataset includes images captured in natural settings, which poses challenges for 
accurate facial expression recognition. The proposed augmentation procedure increases the model's 
accuracy by approximately 4% and enhances its adaptability during training. Table 2, Table 3, and 
Table 4 present a comparison of our proposed model with previous studies. 
 

Table 2 
Comparison of results for the FER-2013 dataset 
Methodology Angry  

(%) 
Disgust  
(%) 

Fear  
(%) 

Happy  
(%) 

Sad  
(%) 

Surprise  
(%) 

Neutral  
(%) 

Efficiency  
(%) 

ResNet 64 66 61 69 61 64 73 65.4 
AlexNet 58 55 53 57 50 54 64 55.9 
VGG16 69 64 67 73 59 65 75 67.4 
VGG19 73 70 74 81 64 66 81 72.7 
Inception 78 71 75 80 72 71 74 74.4 
Proposed 77 75 80 85 70 76 81 77.7 

 
Table 3 
Comparison of performance with existing literature on the JAFFE dataset 
Methodology Angry  

(%) 
Disgust  
(%) 

Fear  
(%) 

Happy  
(%) 

Sad  
(%) 

Surprise  
(%) 

Neutral  
(%) 

Efficiency 
 (%) 

ResNet 63 66 65 69 64 70 82 68.7 
AlexNet 59 55 57 57 53 60 73 59.1 
VGG16 70 63 71 73 65 71 84 70.7 
VGG19 72 70 78 81 67 72 90 76.0 
Inception 79 71 79 80 75 77 83 77.7 
Proposed 77 74 83 84 72 81 89 80.0 
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   Table 4 
   Comparison of performance with existing literature on the CK+ dataset 

Methodology Angry  
(%) 

Disgust  
(%) 

Fear  
(%) 

Happy  
(%) 

Sad  
(%) 

Surprise (%) Neutral (%) Efficiency (%) 

ResNet 74 74 70 78 77 85 97 79.3 
AlexNet 68 63 62 66 66 75 88 69.7 
VGG16 79 72 76 82 75 86 99 81.3 
VGG19 83 78 83 90 80 87 95 85.1 
Inception 88 79 84 89 88 92 98 88.3 
Proposed 86 82 88 93 85 96 94 89.1 

 
Facial expression recognition (FER) involves detecting facial muscle activity, which is typically 

captured in grayscale photographs. To enhance the efficiency and accuracy of the training process, 
the proposed method incorporates transfer learning (TL). Fine-tuning the weights to minimize the 
error rate is a time-consuming task when starting from raw data. To achieve the highest degree of 
accuracy in practical applications, transfer learning is utilized to fine-tune the final model. 

The choice of an appropriate optimization technique is crucial for achieving higher accuracy by 
facilitating the identification of optimal input parameters through the minimization of error rates. 

 
3.2 Performance Evaluation of Transfer Learning for Facial Expression Recognition with Previous 
Research 

 
The recognition of facial expressions has gained significant attention in recent years due to its 

potential applications in a range of fields, including healthcare, security, and entertainment. Deep 
learning techniques, particularly Convolutional Neural Networks (CNNs), have shown remarkable 
outcomes in facial expression recognition. Nevertheless, developing a CNN model from scratch 
requires a significant amount of labelled data and computing power, which can be expensive and 
time-consuming. In contrast, transfer learning allows the use of pre-trained CNNs to extract features 
from images and fine-tune the model for a specific task with a smaller amount of labelled data. The 
aim of this study is to assess the effectiveness of transfer learning in facial expression recognition by 
utilizing three benchmark datasets - CK+, JAFFE, and FER-2013 [10–13, 53]. These datasets are widely 
employed for evaluating the performance of facial expression recognition methods. 

The objective is to compare the performance of transfer learning with traditional approaches 
used in previous research. The objective of this study is to conduct a comprehensive performance 
evaluation of transfer learning for facial expression recognition by analysing the results of various 
studies. This analysis aims to identify areas for future research and provide a deeper understanding 
of the effectiveness of this approach. This experiment’s findings will contribute to the advancement 
of facial expression recognition technology and inform researchers and practitioners about the 
effectiveness of transfer learning for this task. 

Greco et al., [60] utilized transfer learning with a pre-trained deep convolutional neural network 
and attained the highest performance in the EmotiW 2016 facial expression recognition challenge, 
achieving a weighted accuracy of 62.45%. This was significantly better than the second-best approach 
which achieved a weighted accuracy of 53.77%. Li et al., [61]  also concluded that the transfer learning 
based model for the JAFFE and CK+ datasets yielded an overall accuracy of 90.2%. This performance 
is higher than the accuracy achieved by several other approaches. 

Aguilera et al., [50] achieved an accuracy of 63.85% on the Emotion Recognition in the Wild 
dataset using a transfer learning approach with a pre-trained deep neural network. This was higher 
than the accuracy achieved by several other approaches. 
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Fernandez et al., [62] reported achieving an accuracy of 66.5% on the FER-2013 dataset by 
utilizing a transfer learning method with pre-trained deep convolutional neural networks. This was 
also higher than the accuracy achieved by some other approaches. 

Overall, it is difficult to directly compare the performance of these studies due to differences in 
the datasets, pre-trained models used, and evaluation metrics. However, all these studies 
demonstrate the effectiveness of transfer learning for facial emotion recognition, achieving high 
accuracy compared to other approaches. 

It is important to highlight that the effectiveness of transfer learning approaches can be 
influenced by various factors, including the volume and quality of the target dataset, the selection of 
the pre-trained model, and the specific objective of the task at hand. Hence, it is crucial to conduct a 
thorough evaluation of various transfer learning techniques within the context of a specific 
application to determine their performance. 

 
3.3 Novelty of Real-Time Deep Learning for Accurate and Dynamic Emotional State Prediction 

 
The primary novelty of this study lies in the development of a cutting-edge system that 

revolutionizes the field of emotion recognition. Our approach is distinguished from existing methods 
by its unique combination of advanced technologies and ability to accurately predict emotional states 
in real-time. By leveraging the power of deep learning, specifically Convolutional Neural Networks 
(CNNs), our system achieves exceptional performance and surpasses many state-of-the-art 
algorithms. 

One key contribution of our study is the integration of real-time processing capabilities into the 
emotion recognition process. Traditional approaches often rely on offline analysis, which limits their 
applicability in dynamic and time-sensitive contexts. Our system addresses this limitation by enabling 
on-the-fly emotion recognition from live video streams or real-time data inputs. This opens up 
exciting possibilities for a wide range of applications, including mental health monitoring, human-
computer interaction, and personalized services. 

Another important aspect that sets our study apart is the innovative use of CNNs, which 
eliminates the need for manual feature extraction. Traditional methods often require domain experts 
to manually define and extract relevant features, a labour-intensive and time-consuming process. In 
contrast, our CNN-based approach automatically learns and extracts discriminative features directly 
from the data, enabling more accurate and efficient emotion recognition. 

Furthermore, our system incorporates advanced techniques such as transfer learning and data 
augmentation. Transfer learning allows us to leverage pre-trained models trained on large datasets, 
such as the FER-2013 dataset, to initialize the training process for smaller datasets like CK+ and JAFFE. 
This approach effectively addresses the challenge of limited training data, improving the 
generalization and performance of our system. Data augmentation techniques further enhance the 
training process by artificially expanding the dataset, increasing its diversity and robustness. 

The unique value of our proposed system lies in its ability to deliver timely and precise emotional 
insights. By accurately predicting emotional states in real time, our system can provide valuable 
information for mental health professionals, enabling early detection and intervention in cases of 
emotional distress. In human-computer interaction, our system can enhance the user experience by 
adapting interfaces and interactions based on the user's emotional state, leading to more 
personalized and engaging experiences. Moreover, in personalized services and social relationships, 
our system can provide valuable feedback and recommendations based on the emotional states of 
individuals, promoting improved communication and well-being. 
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In summary, our study represents a significant advancement in the field of emotion recognition 
by combining real-time processing capabilities, deep learning techniques, and innovative 
methodologies such as transfer learning and data augmentation. The unique value and innovation of 
our proposed system holds tremendous potential for a wide range of applications, impacting fields 
such as mental health, human-computer interaction, and personalized services. Through our 
research, we push the boundaries of possible and open new avenues for future research and practical 
implementation in the exciting field of emotion recognition. 

 
4. Conclusions 

 
The objective of this research is to develop a real-time system that can accurately recognize 

various emotional expressions of a group of individuals from a single video frame. The proposed 
method not only achieves high accuracy on the FER-2013 dataset but also surpasses many state-of-
the-art algorithms on the JAFFE and CK+ datasets. In contrast to conventional classifiers and CNN-
based methods, the suggested software can efficiently detect a broad spectrum of emotional states 
with relatively lower computational complexity. The utilization of CNN-based techniques eliminates 
the requirement for manual feature extraction, which can be a demanding and time-consuming task. 
Unlike other machine learning techniques that require extensive pre-processing, CNNs can produce 
state-of-the-art results with minimal pre-processing. One of the major difficulties for current research 
methodologies, including the proposed strategy, is recognizing facial expressions that are strongly 
non-frontal and partially obscured. This issue needs to be addressed and improved to achieve better 
results. In order to address the challenges, a more diverse and comprehensive dataset is needed that 
can handle extreme scenarios. Moreover, there is a need to improve the accuracy of the face 
detection system to reliably recognize faces in challenging scenarios, such as low illumination and 
occlusion, which would lead to better real-time performance of the proposed system. Although the 
proposed approach utilizes static images for FER, it may be worthwhile to explore the use of video 
data in the future to leverage time-domain information. 
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