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The performance of a new beta in conjugate gradient method is generally measured on 
its CPU time and the number of iterations using large scale problems without 
concerning the accuracy of the solution attained. The method is claimed to be the best 
when less CPU time is used in comparison with the other classical beta. However, the 
accuracy of the solution gained compared to the exact solution of the function has never 
been tested as part of the performance measurement.  Our previous research has 
already proven that our new beta (𝛽!"#$) perform well in both speed and number of 
iterations used. Therefore, in this research, we will accommodate this with alternative 
numerical test on the new beta in assessing the accuracy of the gained solution. This is 
to further ensure the efficiency of the new beta. Assessment was done with four other 
classical conjugate gradient methods on fourteen small scale problems. Results attained 
were promising to be tested for more tests in real functional problems. 
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1. Introduction 
 

The nonlinear conjugate gradient methods (CG) are mainly used to find the minimum value of a 
function for unconstrained optimization problems that is either small or large. The method is largely 
used due to the simplicity and minimal storage requirements [1,2]. The best CG methods proposed 
is the ones that can obtain the smallest error value within small number of iterations and quickest 
CPU time. As for the Galerkin method, discretization is not needed to solve numerical approximation. 
However, it is not a suitable method to solve complicated problem [3].  Generally, the method has 
the following form  

 
𝑚𝑖𝑛 𝑓 (𝑥), 𝑥 ∈ 𝑅!                                                                                                                                        (1) 
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where is continuously differentiable nonlinear function and whose gradient denoted by 𝑔(𝑥) =
𝛻𝑓(𝑥).  This type of problem appears in a broad spectrum of engineering applications, including but 
not limited to motion control in robotics [4,5], parameter estimation [6], energy minimization [7], 
image processing [8] and numerous other domains. 
 
The CG methods are given by an iterative method of the form   
 
𝑥"#$ = 𝑥" + 𝛼"𝑑"                                𝑘 = 0,1,2, . ..                                                                                      (2) 

 
where 𝑥"is the current iterative point. The ∝_> 0 is a step size and 𝑑"is the search direction. The 
step-size is obtained by carrying out a one-dimensional search, known as the ‘line search’. Where 
 
𝛼" = 𝑎𝑟𝑔𝑚𝑖𝑛

%&'
𝑓(𝑥" + 𝛼𝑑")                                                                                                                            (3) 

 
The search direction, 𝑑" is defined by, 
 

𝑑" = 9
−𝑔" ,

−𝑔" + 𝛽"𝑑"($,
𝑖𝑓𝑘 = 0
𝑖𝑓𝑘 ≥ 1                                                                                                                       (4) 

 
where 𝛽" is a scalar and 𝑔"is the gradient of the nonlinear function. Six classical formulas for 𝛽"  that 
can be found in the literature that are often used as comparison indicator: Hestenes-Stiefel [9], 
Fletcher – Reeves [10], Polak-Ribiere-Polyak [11,12], Conjugate Descent [13], Liu – Storey [14] and 
Dai – Yuan [15]. There are given respectively in the form below: 
 

𝛽")* =
+!
"(+!(+!#$)

(+!(+!#$)".!#$
              (1) 

 

𝛽"/0 =
+!
"+!

+!#$
" +!#$

                                                                                                                                            (2) 

 

𝛽"101 =
+!
"(+!(+!#$)
+!#$
" +!#$

                                                                                                                              (3) 

 

𝛽"23 =
+!
"+!

.!#$
" +!#$

                                                                                                                                            (4) 

 

𝛽"4* =
+!
"(+!(+!#$)
.!#$
" +!#$

                                                                                                                           (5) 

 

𝛽"35 =
+!
"+!

(+!(+!#$)".!#$
                                                                                                                          (6) 
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 In our recent research [16], we proposed a new class of nonlinear conjugate gradient parameter 
which is a modification of the Wei-Yao-Liu method [17]. It was proven to be globally convergent and 
satisfies the sufficient descent condition. The parameter in our method is computed as follows 

 

𝛽"06* =
‖+!‖%(

&'!&
&(!#$&

8+!
".!#$8

9:;(‖+!#$‖%,‖.!#$‖%)
                                                (11) 

 
 By using the following exact line search,  
 

𝑓(𝑥" + 𝛼"𝑑") = 𝑚𝑖𝑛
%&'

𝑓(𝑥" + 𝛼𝑑")                                                                                                             (12)                                                                                                                                                      

 
2. Numerical Test: Error Value 
 

In our previous research [16], we have validated the CG method with a new 𝛽)*+, proposed 
through comparing the CPU time and number of iterations towards attaining a solution with three 
other betas; FR, PRP and RMIL. Favorable results were achieved where we were able to solve most 
of the 23 standard problems among the fastest CPU time with lesser number of iterations. Following 
the promising result, as to further verify the effectiveness of our CG method (𝛽)*+,) and before 
claiming that an improvised beta is produced, we further our tests in a slightly different perspective. 
We determine the error value from the exact solution. The average error can be calculated to 
compare the accuracy of different methods [18]. This is an alternative test specifically to measure 
the accuracy of the resulted solution. 

Due to the exact solution availability, small scale problems will be used for the accuracy test. 
The resulted solution from the tested CG methods (RAS, FR, PRP, WYL, RMIL) will be compared with 
the exact solutions. The error between these values will be calculated to measure the performance 
of the new CG method (𝛽)*+,) in comparison with the other established CG methods (FR, PRP, WYL, 
RMIL). Smaller error value indicates a better method. 

We will be using fourteen test problems from the 23 problems which were used by Mohamed 
et al., [16]. These are the standard test problem functions see [19-22] ranging from two to four 
variables. The following formula is used to calculate the performances on the error value: 

 
|𝑓 − 𝑓(𝑧∗) |                                                                                                                                                 (13) 
 
where :- 
                      𝑧∗          : Minimum point for function. 
                      𝑓          : Value of the original function at solution point. 
                     𝑓(𝑧∗)   : denotes the function value at the point. 
 
3. Numerical Results and Discussions 
 

In this section, we report numerical results obtained for the CG methods FR, PRP, WYL, RMIL 
[23] and RAS. Fourteen test problems are selected randomly from Mohamed et al., [16] and Andrei 
and Neculai [19]. We considered 𝜀 = 10(=  the gradient value as the stopping criteria as Hillstrom, 
and Kenneth [24] suggested that ‖𝑔" 	‖ ≤ 𝜀	. This stopping criterion has also been used in several 
current literatures such as by Ibrahim et al., [25] and Sulaiman et al., [26] and to the latest by Ishak 
et al., [27]. For each test function, we used initial point that is a closer point to the solution for every 
problem. A list of problem functions and the initial points used are shown in Table 1, where all the 
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problems are solved by Maple 14 subroutine programming. We used the exact line search to 
compute the step size. The CPU processor used was Intel(R) CoreTM i3-4030U (1.9GHz), with RAM 
2GB. In some cases, the computation stopped due to the failure of the line search to find the positive 
step size, and thus it was considered a failure. 

Table 1 shows CG with 𝛽06* was able to solve accurately to more than 50% of the tested problems 
(9 out of 14). This result is similar when other classical betas were used. In fact, in the other 3 
problems (Zettl, Six Hump Camel and Dixon-price), the result from 𝛽06* are the same as the other 
classical beta although they were not exact. In comparison to the accuracy with the other established 
beta, 𝛽06* has a good record in never fail to give a solution. This result shows that 𝛽06* is equivalent 
and could be better in certain cases compared to the other methods if we consider all types of tests.  

Table 2 shows the comparison between the tested methods in terms of CPU time and number of 
iterations. RAS shows lowest computational cost compared to the other methods for 8 out of 14 
problems. The other 3 problems are best solved using PRP and the rest are best solved using FR 
method. These result shows the RAS potential in saving computational cost.  
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Table 1 
 Performances comparison of RAS with other CG methods based on the function values, f(z*) 

Function Beta Initial point z* f(z*) 

1- Three hump camel = 0 
 

RAS [0.2,0.2] [E-6* 0.1965,E-6*  0.1177] 1.14E-13 

at        −5 ≤ 𝑥> ≤ 5 RM [0.2,0.2] [E-6* -0.0576,E-6*  -0.1458] 3.63E-14 

 FR [0.2,0.2] F F 

 PRP [0.2,0.2] [E-7*-0.2249,E-6*-0.0557] 1.17E-15 

 WYL [0.2,0.2] [E-6* 0.1143,E-6*-0.1658] 3.47E-14 

2-   Zettl = -0.00379 RAS [0,0] [-0.0299,0] -3.80E-03 

𝑥> ∈ [−5,5] RM [0,0] [-0.0299,0] -3.80E-03 

 FR [0,0] [-0.0299,0] -3.80E-03 

 PRP [0,0] [-0.0299,0] -3.80E-03 

 WYL [0,0] [-0.0299,0] -3.80E-03 

3-  Six hump camel = -1.0316 RAS [2,2] [1.7036,-0.7961] -2.16E-01 

−3 ≤ 𝑥$ ≤ 3,−2 ≤ 𝑥? ≤ 2 RM [2,2] [1.7036,-0.7961] -2.16E-01 

 FR [2,2] [1.7036,-0.7961] -2.16E-01 

 PRP [2,2] [1.7036,-0.7961] -2.16E-01 

 WYL [2,2] [1.7036,-0.7961] -2.16E-01 

4-  Leon function = 0 RAS [0.9,0.9] [1,1] 0.00E+00 

 RM [0.9,0.9] [1,1] 0.00E+00 

𝑥> ∈ [−1.2,1.2] FR [0.9,0.9] [1,1] 0.00E+00 
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 PRP [0.9,0.9] [1,1] 0.00E+00 

 WYL [0.9,0.9] [1,1] 0.00E+00 

5-  Trecanni = 0 RAS [1,1] [-2,0] 0.00E+00 

−5 ≤ 𝑥> ≤ 5 RM [1,1] [-2,0] 0.00E+00 

 FR [1,1] [-2,0] 0.00E+00 

 PRP [1,1] [-2,0] 0.00E+00 

 WYL [1,1] [-2,0] 0.00E+00 

6-  Booth function = 0 RAS [3,3] [1,3] 0.00E+00 

−10 ≤ 𝑥> ≤ 10 RM [3,3] [1,3] 0.00E+00 

 FR [3,3] [1,3] 0.00E+00 

 PRP [3,3] [1,3] 0.00E+00 

 WYL [3,3] [1,3] 0.00E+00 

7-Sum squares function = 0 RAS [5,5,5,5] 
[E-6*0.1846,E-6*-0.0054,E-

6*0.0368,E-6*-0.0600] 
1.35E-14 

−10 ≤ 𝑥> ≤ 10 RM [5,5,5,5] 
[E-7*0.5594,E-7*-0.2689,E-

7*0.3666,E-7*0.1359] 
3.97E-15 

 FR [5,5,5,5] 
[E-6*0.1178,E-6*-0.0071,E-

6*0.0649,E-6*0.1097] 
4.46E-14 

 PRP [5,5,5,5] 
[E-6*0.1291,E-6*-0.0083,E-

6*0.025,E-6*0.0045] 
1.43E-15 
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 WYL [5,5,5,5] 
[E-6*0.0593,E-6*-0.0056,E-

6*0.1007,E-6*0.0100] 
2.06E-14 

8-  Colville function = 0 RAS [6,6,6,6] [1,1,1,1] 0.00E+00 

 RM [6,6,6,6] [1,1,1,1] 0.00E+00 

 FR [6,6,6,6] [1,1,1,1] 0.00E+00 

−10 ≤ 𝑥> ≤ 10  PRP [6,6,6,6] [1,1,1,1] 0.00E+00 

 WYL [6,6,6,6] [1,1,1,1] 0.00E+00 

9- Sphere function = 0 RAS [100,100,100,100] [0,0,0,0] 0.00E+00 

|𝑥| = 100 RM [100,100,100,100] [0,0,0,0] 0.00E+00 

 FR [100,100,100,100] [0,0,0,0] 0.00E+00 

 PRP [100,100,100,100] [0,0,0,0] 0.00E+00 

 WYL [100,100,100,100] [0,0,0,0] 0.00E+00 

10- Beale function = 0 RAS [4,4] [3,0.5] 0.00E+00 

 RM [4,4] [3,0.5] 0.00E+00 

−4.5 ≤ 𝑥> ≤ 4.5 FR [4,4] [3,0.5] 0.00E+00 

 PRP [4,4] [3,0.5] 0.00E+00 

 WYL [4,4] [3,0.5] 0.00E+00 

11- Himmelblau function = 0 RAS [2,2] [3,2] 0 

𝑥> ∈ [−6,6] RM [2,2] [3,2] 0 

 FR [2,2] [3,2] 0 

 PRP [2,2] [3,2] 0 
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 WYL [2,2] [3,2] 0 

12-  Extended Rosenbrock = 0 RAS [3,3] [1,1] 0 

 RM [3,3] [1,1] 0 

−5 ≤ 𝑥> ≤ 5  FR [3,3] [1,1] 0 

 PRP [3,3] [1,1] 0 

 WYL [3,3] [1,1] 0 

13- Dixon-price function = 0 RAS [8,8] [1,   0.7071] 7.36E-10 

 RM [8,8] [1,   0.7071] 7.36E-10 

−10 ≤ 𝑥> ≤ 10  FR [8,8] [1,   -0.7071] 7.36E-10 

 PRP [8,8] [1,   0.7071] 7.36E-10 

 WYL [8,8] [1,   0.7071] 7.36E-10 

14- Powell = 0 RAS [0,0,0,0] [0,0,0,0] 0 

 RM [0,0,0,0] [0,0,0,0] 0 

−4 ≤ 𝑥> ≤ 5  FR [0,0,0,0] [0,0,0,0] 0 

 PRP [0,0,0,0] [0,0,0,0] 0 

 WYL [0,0,0,0] [0,0,0,0] 0 
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Table 2 
Performances comparison of RAS with other CG methods based on number of iteration (NOI) and CPU time                                         

No 
  

Function 
  

Dimension 
  

Initial 
points 
  

RAS  RMIL  
FR 

  
PRP 

  
WYL 

  
    NOI  CPU NOI CPU NOI CPU NOI CPU NOI CPU 

1 Three hump camel 2 [0.2, 0.2] 8 0.0784 10 0.1663 F F 12 0.1167 17 0.1965 
2 Zettl     2 [0, 0] 1 0.011 1 0.011 1 0.016 1 0.0111 1 0.0116 
3 Six hump camel 2 [2, 2] 4 0.0409 4 0.0449 4 0.0961 4 0.0416 4 0.0454 
4 Leon function 2 [0.9, 0.9] 13 0.1074 13 0.1205 20 0.2174 8 0.088 24 0.2566 
5 Trecanni 2 [1, 1] 4 0.0334 4 0.054 4 0.0349 4 0.0351 4 0.0342 
6 Booth function 2 [3, 3] 3 0.0716 3 0.1066 3 0.0948 3 0.0895 3 0.0921 
7 Sum squares function 4 [5, 5, 5, 5] 15 0.1752 15 0.1987 4 0.0564 5 0.0604 4 0.1235 
8 Colville function 4 [6, 6, 6, 6] 148 1.2026 223 1.8112 32 0.2624 47 0.3875 216 1.8017 

9 Sphere function 4 
[100, 100, 
100, 100] 1 0.0134 1 0.0139 1 0.0737 1 0.0715 1 0.0136 

10 Beale function 2 [4, 4] 11 0.0892 22 0.172 16 0.1351 7 0.0608 10 0.1075 
11 Himmelblau function 2 [2, 2] 7 0.0609 7 0.062 9 0.0727 6 0.0543 10 0.0861 

12 

Extended 
Freudenstein & Roth 
fun 2 [7, 7] 7 0.0558 6 0.0473 7 0.0792 9 0.0746 7 0.0538 

13 Extended Rosenbrock 2 [3, 3] 20 0.1351 24 0.1576 148 0.9931 21 0.1453 20 0.1482 

14 Dixon-price function 2 [8, 8] 11 0.1378 20 0.2459 25 0.3009 10 0.1725 11 0.1391 
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4. Conclusion 
 

We have successfully proposed a new improvised conjugate gradient method with 𝛽"06* to 
solve unconstrained problems by proving to its fast CPU time and lesser number of iterations. It has 
also proven that this CG method has excellently gained comparable solution with the other 
established method in evaluating the optimum function value. Based on the favorable achievements, 
we are currently working on employing this method to solve real case problems that could be 
beneficial towards saving computational time without compromising the accuracy. In addition to the 
numerical test, the performance of this 𝛽"06* need to be further studied theoretically. The 
convergence in function spaces and the number of iteration steps for convergence with a certain 
accuracy need will be analysed in our future study.  
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