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In the twentieth century, various diseases of different variants and countless epidemics 
like Covid-19 have emerged worldwide. Covid-19 has been stated as a global pandemic; 
fly infestation is a significant cause of pollution. And it makes the international economic 
community vulnerable to attacks. The current coronavirus is affecting one of the 
essential epidemics—early detection of pre-malignant disease at low cost and 
appropriate isolation of patients with either covid-19 or non-covid-19. In addition to 
often taking a long time to diagnose the exact disease of the coronavirus, it is prone to 
human error. A covid19 recognition design using Deep Learning (DL) and Recursive 
Relational Feature Selection (RRFS) is proposed to overcome this shortcoming by 
implementing Deep Support Neural Networks (DSNN) models for the early detection of 
coronaviruses. Initially, a test dataset of Covid19 samples is collected, and during 
training, the raw dataset process can be started using specific models to remove 
unwanted noise in the grid. Then, the incompletely processed dataset can be 
introduced into the feature selection process to determine the best features for covid19 
RRFS. We recently proposed a DSNN algorithm for classifying coronaviruses and their 
detection accuracy. This model can be used for timely and accurate diagnosis of various 
stages of corona infection. Thus, they effectively detect the apparent result of Covid-19 
and achieve reliable performance compared to earlier methods. 

Keywords: 

Covid19; preprocessing; dataset; On DL; 
RRFS; DSNN; feature selection; 
classification 

 
1. Introduction 
 

The disease caused by the coronavirus (COVID-19) infection is severely affected by the respiratory 
syndrome (SARS-CoV-2) virus. The deadly virus Covid-19 has caused many losses in the last two years. 
Most people experience mild to moderate respiratory illness symptoms when infected with the virus. 
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It does not require any treatment, or some may require intensive medical treatment. But the 
situation has developed that anyone can get infected with Covid-19 and die at any age. Test results 
show that the Covid-19 virus can be banquet through close interaction with another person because 
it is usually airborne. 

The pandemic continues to pose many challenges to the global health system, including increased 
demand for hospital beds, acute shortages of medical equipment, and many medical workers 
themselves affected. Therefore, the ability to make prompt clinical decisions and efficiently utilize 
clinical resources is critical. A highly effective novel coronavirus disease (COVID-19) diagnostic test 
using reverse transcription-polymerase chain reaction has long been in short supply in developing 
countries. This leads to higher infection rates and delays important preventive measures. 

If this covid 19 disease infection is not detected quickly, it can cause serious consequences. Some 
techniques have been found to distinguish covid 19 infection through the existing methods. 
Therefore, the condition is not detected correctly and accurately at the specified time. So we have 
discovered a method to accurately see covid 19 disease infection in time. 

Deep learning extracts features from data hierarchically using, to a lesser degree, features, middle 
features, and high-quality features. Deep understanding is used to comprehensively process datasets 
before being used to train models. Models of data preprocessing steps in deep learning are robust to 
noise and missing data. Deep learning helps preprocess the input dataset. The data size can be 
increased through the process of data expansion. The classifier combines multiple classifiers to create 
feature extraction and prediction processes followed by learning steps. By this, we can quickly predict 
the banquet of covid-19 illness. 

Recently, several researches described deep learning-based methods for detecting novel 
coronavirus disease (COVID-19) pneumonia. They uses a deep CNN architecture on CT scan images 
to detect COVID-19 with deep transfer learning techniques based on accuracy, precision and 
sensitivity, and uses a small set of 339 images for training and testing. A validation accuracy of 96.2% 
is reported for a large dataset. 
 
1.1 Main Objective of This Paper 
 

The core involvement of the work is given in the ensuing: 
 

i. First, the inventive dataset trained in the preliminary procedure is pooled with the 
Covid19 sample test dataset to remove uncalled noise. 

ii. Predictive models that integrate multiple features have been developed to assess the risk 
of infection. 

iii. The performance of the algorithm is evaluated on three well-known public datasets of X-
ray and CT scan images using our proposed work. 

iv. Produce and extract useful results from covid-19 prediction models using maximum 
threshold features. 

v. A trained preprocessed dataset ensemble feature choice process can be done with RRFS 
to find the most significant features of covid19 disease. 

vi. The features can be classified using DSNN and promptly detect the covid 19 disease 
infection. 

vii.  Finally, DL and Processing based on using DSNN for early detection of Covid 19 virus. It 
generated the optimized result to detect the disease. 
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1.2 Outline of This Paper 
 

This is discussed in detail in the introduction, paragraph 1. Phase 2 addressed the literature 
review. Sector 3 discusses the proposed approach and the methods used therein. Category 4 
compares some characteristics of the offered process with previous methods in the results and 
discussion. In Section 5, we can see the conclusions and future work. 
 
2. Literature Survey 
 

To implement four popular Convolutional Neural Networks (CNN) methods, namely VGG16, 
ResNet50, DenseNet121, and Inception ResNetV2, to extract depth features from chest X-ray (CXR) 
and Computed Tomography (CT) images [1]. In addition, a deep uncertainty-aware transfer learning 
(DUTL) framework can be used to detect the pattern of COVID-19 from medical images. Amixture 
structure that combines the Complex Charlotte Scatter Transform (CSST) with an appropriate CNN. 
CSSD layers are computed using sophisticated shear-let modular nonlinearity and low-pass filter coils 
for sparse and locally invariant image representations [2]. 

A feasible and efficient DL-based chest radiography classification (DL-CRC) approach to combine 
the data of covid-19, pneumonia, and reverse X-ray data for a specific patient population to 
distinguish covid-19 cases from uncommon cases (such as pneumonia) and common problems with 
high accuracy [3]. Introduced a method for generating synthetic CXR images based on Auxiliary 
Classifier Generative Adversarial Network (ACGAN) model called CovidGAN. Artificial images 
generated by coronaviruses can characterize the presence of CNNs in detecting novel coronaviruses 
[4]. Accurately detecting pedestrians through real-time head detection to implement a lightweight 
pedestrian detection network. The network uses PeleeNet as the backbone, improves the features 
of small objects, and further integrates multi-scale features such as human head and spatial attention 
[5].  

To investigate TCTL relative to traditional evaluation theory approaches using the Miter Range 
Angle Structured (MRAS) Private Automated Contact Tracing (PACT) dataset to comprehensively 
evaluate the performance of Machine Learning (ML) algorithms. Designed a new Deep-CNN (TCNN) 
model to detect self-supervised hyper-model decomposition for transfer learning models [6]. A 
general self-supervised model decomposition approach can be used for a specific CXR image 
classification task in 4S-DT to generate coarse-to-fine transfer learning from large-scale image 
appreciation tasks [7]. 

The Adaptive Synthetic (ADASYN) algorithm and Bayesian optimization can be used to classify the 
classes of coronavirus and non-coronavirus datasets using high-level criteria of the classifier. In 
addition, models can be used to increase the performance of nine advanced classifiers [8]. To build a 
classifier based on in-depth features and parameter-free BAT (PF-BAT) method using a PF-Fuzzy K-
Nearest Neighbor (PF-FKNN) method. To extract the region from MobileNetv2, the model 
implements a fully connected transport layer and learns FKNN training [9]. The study proposed that 
a dynamic fusion-based ensemble learning technique can detect COVID-19 sepsis in clinical image 
analysis. This framework is designed to analyze clinical diagnostic images [10]. Determines scheduling 
of participating clients based on training hours based on local model performance. A traditional ML 
algorithm to identify whether people have been infected with Covid-19 [11]. They have been used to 
examine the show of classification models, including DL techniques. Hybrid operational strategy 
called the Enhanced Slim Mold Algorithm (ESMA) can unambiguously detect parameter optimization 
and feature selection for white holes, black holes, and wormholes in SVMs simultaneously [12]. The 
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ESMA-SVM framework helps to reduce the chances of stagnation in the classification process and 
obtain high-quality classification results [13]. 

A suitable CNN model for early comparison of some popular CNN techniques to identify covid-19. 
The selected VGG19 model image methods are optimized to be valuable models for extremely rare 
and challenging Covid-19 datasets [14]. 

A framework called CovFrameNet to classify and detect coronavirus infection using DL and image 
preprocessing techniques [15,16]. A DL model can measure feature extraction, classification, 
pipelined image preprocessing, and performance. An improved image preprocessing mechanism can 
be implemented in designing the innovative CNN framework [17,18]. A real-time framework by 
applying unsupervised and supervised learning approaches to epidemiology for monitoring social 
behavior. A BERT-based supervised classifier has been trained to examine two categories of online 
social behaviour [19,20]. Presented the onset dates of primary (affected) and secondary (affected) 
cases collected from published studies and case reports. The suggestion that Covid-19 series intervals 
are shorter than those of Severe Acute Respiratory Syndrome (SARS) could introduce a bias in the 
calculations of SARS series intervals.Post-mortem SARS-coronavirus-2 (SARS-CoV-2) samples can be 
used to research pathological features of deceased patients. However, no pathology report was 
available due to the difficulty performing excision and biopsy [21]. The time course and severity of 
COVID-19 findings on chest radiographs and identifies severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2) by nuclear detection and real-time reverse transcription polymerase 
chain reaction (RT-PCR) detection. To investigate the performance of various pre-trained models in 
CT experiments to improve the test performance of the model on large off-site datasets. In addition, 
the prior knowledge model obtained from off-site training can also be applied to CT images. COVID-
Net, a deep neural network design designed to detect cases of COVID-19 from publicly available 
open-source chest X-ray (CXR) images. COVID-Net was one of the first open-source network designs 
to diagnose COVID-19 from CXR images [22]. 

A predictive model that can identify patients at high risk for Covid-19 based on easily analyzed 
circulating blood markers. These findings may lead to effective and efficient care planning for high-
risk patients and routine monitoring of low-risk patients, thereby reducing patient admission flow 
and further improving hospital bed-stay rates [23]. A repository of research articles to extract 
knowledge related to COVID-19 and potential treatments. Inspired by Kaggle's COVID-19 Open 
Research Dataset Challenge, we focus on a subset of it, COVID-19 lung risk literature clustering. 

 workload of radiologists has increased, resulting in a large backlog of cases. This applies not only 
to COVID-19, but also to other anomalies requiring radiological diagnosis [24]. An automated 
technology for rapid diagnosis of COVID-19 based on computed tomography images. In the context 
of machine learning, previous studies have investigated supervised algorithms that predict and 
support diagnoses based on multiple clinical parameters in diagnosed and undiagnosed patients. 
However, in most cases, decision making is based on a 'black box' approach, which makes it 
impossible to detect fluctuating correlations in decision making [25]. Analyze the Impact of Online 
Learning on Student Performance in a Financial Mathematics Class. Compare the results of two 
learning outcomes during hybrid learning and online learning to see the effectiveness of online 
learning [26]. To mitigate this problem, the growing adoption of green buildings has raised concerns 
among various construction stakeholders [27]. 
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2.1 Problem Statement 
 
The problem statements of this paper are: 
 

i. Covid19 virus does not accurately predict the onset of the disease. 
ii. The previous methods are complex and accurately diagnose the disease at the right time. 

iii. Previous methods take longer to predict disease when the dataset is large. 
iv. It is challenging to diagnose covid19 when similar symptoms occur in other diseases. 

 
3. Proposed Methodology 
 

In this section, we discuss the Design of a Covid19 disease detection using DL methods for risk 
identification. First, we collect covid19 dataset then the dataset can be pre-processed. A pre-
processed dataset is trained on a feature selection process to find the best features from a given 
dataset. Additionally, the proposed DSNN algorithm can classify and accurately diagnose Covid-19. 

Figure 1 demonstrates that the covid19 disease prediction workflow. In this, the collected dataset 
will be trained and pre-processed. After that, the best feature will be selected using REFS, and then 
the chosen segment will be classified by the DSNN algorithm. Finally, we get the accuracy to detect 
the covid19 disease. 
 

 
Fig. 1. Covid19 disease prediction work flow 

 
3.1 Dataset Collection 
 

Covid19 disease dataset is used to identify whether the person is affected or not affected by 
covid19 disease. Specific symptoms are categorized according to the World Health Organization 
(WHO) guidelines. Data collected from various sources are combined to create an appropriate 
dataset format.  

Thus, we collect the dataset from https://www.kaggle.com/datasets/iamhungundji/covid19-
symptoms-checker. This dataset will contain seven main components Fever, Tiredness, Dry cough, 
Breathing difficulty, Gender (male, female, transgender), Age (different age groups), and Severity 
(mild, moderate, none, severe). The dataset should be generated and saved in CSV. These attributes 
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are specified country-wise. A total of 316800 combinations will be generated for each label in the 
variable through all category variables. Table 1 defines the samples of dataset for covid19 disease 
detection. Here, in the table Y present “Yes” and N present “No”.  
 

Table 1 
Sample dataset for covid19 disease symptoms 
Breathing problem Fever Dry cough Sore throat Running nose Asthma 

Y Y Y Y N N 
N Y Y Y N N 
N N Y Y Y Y 
N N N N Y N 
N Y N N N Y 

 
3.2 Preprocessing 
 

This process helps solve the overfitting problem and generate synthetic data. Preprocessing 
involves developing structured and noise-free data from datasets. It also helps to extract data that 
have little relevance to the model in Covid classification. Covid-19 datasets can be identified the 
unbalanced data. This process is the first step to improving the final accuracy of the category. The 
dynamic weighting of hard-to-learn neighbourhood examples is calculated through an adjustment 
and adaptive learning process. Correctly analyzes the data to prepare the first structured data.  

Let me and mi denote the maximum and minimum classes, respectively. d represents the degree 
of difference between the two classes, which can be calculated in Eq. (1) as follows. 
 

d = 
ma

mi
               (1) 

 
Eq. (2) describe that DMT refers to the maximum tolerated imbalance. If d< DMT synthetic 

minority of the total number is g can be estimated as the following: 
 
g = (ma – mi) d              (2) 
 

The total parity between the attribute classes is d =1. Assuming that k refers to the number of 
each neighbor and ri is the number of minority neighbours in Eq. (3) shown below: 
 
Ri = ma x k              (3) 
 

If r^  =  ri ∑ ri means∑r^ = 1, then the synthetic data generated can be calculated as gi under 
each neighbourhood. g i Referred as generated synthetic data is that Eq. (4): 
 
gi =  g × r^              (4) 
 

If xmi and ymi are two minorities in the same neighborhood and ymi is selected randomly, a new 
synthetic statistic si can be calculated using the following in Eq. (5): 
 
si =  xmi + ( ymi –  xmi) λ            (5) 
 
where xmi − ymi is the different vector in n-dimensional space, λ is a random number [0, 1]. 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 32, Issue 1 (2023) 139-154 

145 
 

3.3 Recursive Relational Feature Selection (R2FS) 
 
This stage applies Recursive Relational Feature Selection (RRFS) method to select reduced 

features of different dimensions by considering feature spaces. The introduced R2FS analyzes all the 
original parts and is used for feature selection. The proposed method improves dimensionality 
reduction performance when there are many input features. The submitted RRFS form identifies the 
most relevant features for predicting COVID-19 and non-COVID-19 cases from a dataset. It works on 
the remaining attributes by iteratively removing points by building the model. Uses the precision 
measurement feature to rank according to importance. The model takes the required number of 
features as input and implements the ranking of all variables. After extracting the necessary parts, it 
is executed. Collects evidence for actual relatedness as a feature (1) and false relatedness as a feature 
(0). 

 
Algorithm steps: 
Input: subset si = { x = 1,2, … … . . k; x ∈ y}where k = (1,2, … . . d) 

Y refers symptoms of dataset where y = { y1, y2, … … yd} 
Initial k=0, x=∅ 
Step 1: - Train the logistic regression model against the training set. 

X= argmax j( si  + x), where x ∈ y − si 
xk+1 =  xk+x  
K = k + 1 

Step 2: - Model Efficiency Computation. 
X= argmax j( si  − x), where x ∈ y − si 

xk+1 =  xk−x  
K = k − 1 

Step 3: - Computes the rank of a variable. 
Step4: - For each subset size si do 

Select the finest features of the covid disease  
Let si be an essential variable 

End 
Output: Return finest feature fe 
 
In this feature selection part, we have to select some specific from the dataset like fever, 

tiredness, dry cough, breathing difficulty, Age (different age groups), and severity (mild, moderate, 
none, severe). All attributes refer to 0's0's and 1's1's. 0 represents the minimum count, and 1 
illustrates the maximum count. 
 
3.4 Classification using Deep Support Neural Network (DSNN) 
 

This stage uses DSNN techniques for covid-19 detection. The input features are a selected 
dataset, and the output is a classifier that is a label indicating the presence or absence of covid-19. 
Here, the data is processed by DSNN on the pre-trained dataset. DSNN classifiers then process the 
features extracted hierarchically. It identifies data from non-covid classes (majority class) and covid-
inclusive classes (minority class) from the dataset. 

DSNN discovers nonlinear mappings between a fixed number of inputs and outputs (objects). A 
network comprises many hidden layers and processing units called neurons. Neurons receive 
information from neurons in previous layers and produce their works according to a specific 
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activation function—train link weights between network layers using training methods such as 
smooth gradient origin and adaptive moment estimation. 

For classification, we can use the DSNN to detect the covid19 disease. This phase aims to divide 
the suspected infected patients into two groups. Before starting the training process, we use a 
holdout method to split the dataset into two subcategories: the training and testing data. The aim 
was to divide the patients into Covid-19 and non-Covid-19 patients. To do this, we use the DSNN 
classifier, which minimizes the misclassification rate of weak learners and builds a robust classifier by 
combining a set of vulnerable learners. The proposed DSNN algorithm is functional for classifying and 
accurately detecting coronaviruses. These models enable timely and accurate detection of 
coronavirus at many stages. 

In this algorithm, we will apply the best features to the input using the DSNN model. Then, the 
dataset for RC can be updated on the server after collecting the Covid19 dataset in the first step. 
They should then be validated against data from the training dataset. Then, select the dataset and 
download it. Next, select the features from the given dataset, and after selecting them, upload the 
dataset request x at startup. In addition, we can return the value of x at the end of registration and 
send an estimate of x for the entire dataset after calculating the count values of the selected features. 
Finally, the result of the classified DSNN model can be obtained as Consult for the best features 
classified results. 

 
Algorithm steps: 
Input: finest feature fe 
Start 
Step 1: Collect covid19 dataset 
Step 2: Dataset can be updated on the server.  

RC(trained dataset) 
Step 3: Check the data from a trained dataset 

Si ←  download(dataset) 
si, x ←  decode(rc)  

si ←  0  
Step 4: select the feature from the given dataset. 

record size, gi ←  initialize()  
while si <  xmi do  
And, to ←  train(x, Lr, records)  
send(tt)  

ma ←  request(dataset)  
if Acd ≥  ma then  
upload(x) 
x ←  return()  
 end if  
si +  +  
end while  

Step 5: Calculate the count values of selected features 
wt, Ma, x, tt ←  initialize()  
mi ←  encode(tt, x)  
while true do  
tt ←  receive() 
wt ←  update(tt)  
if expired(wt)  ==  true then  
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x ←  aggregate(dataset)  
ma ←  evaluate(x)  
dispatch(x)  
end if  

 Output: Classified results Consult 
end  

 
The proposed DSNNs are one of the medical record's most widely used deep learning models. 

These tasks have greatly benefited the computing industry. The classification of the input dataset can 
be used to determine which class the input image belongs to and to select the features present in 
the dataset using the proposed DSNN model for handling fully connected layers. In addition, the 
dataset can be designed and implemented using the proposed DSNN model framework. The variable 
required cost is referred by rc and the subset Si; a model is x, training time is tt, waiting for time wt, 
and all covid patients data. 

Table 2 defines covid19 disease prediction result using the DSNN algorithm. The table predicted 
values of 1 means disease-affected person.  
 

Table 2 
Covid19 prediction result 
 Disease prediction 

0 1 

1 1 

2 0 

3 1 

 

4. Result and Discussion 
 

This section defines the results of the proposed DSNN technique implementation. DSNN is 
generally compared to existing algorithms, CNN, and ADASYN algorithms. 

Table 3 shows the total number of 316800 datasets taken from the covid-19 symptom validation 
with the proposed simulation parameters implemented using the spider tool in Python. 
 

Table 3 
Constraints simulation 
Parameters Variable Usage 

Dataset Name Symptoms and COVID Presence (May 2020 data) 
No of Records 5435 
Tool Anaconda 
Language Python 
No of elements 23 

 
Figure 2 defines the confusion matrix based covid19 disease prediction. 
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Fig. 2. Confusion matrix for covid19 detection 

 
Figure 3 explains the covid-19 disease affected and non-affected classes presented in a graphical 

view.  
 

 
Fig. 3. Covid19 disease classes 
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4.1 Classification Accuracy Analysis 
 

The classification accuracy of the offered method can be analyzed with high precision and 
excellent results. It will show in the following. 

Figure 4 shows that the classification accuracy performance for covid19 disease detection. The 
training accuracy performance is 0.96% and testing accuracy is 0.95 for disease prediction.  
 

 
Fig. 4. Classification accuracy analysis 

 
4.2 Precision 
 

Accuracy measures the accuracy of the Covid 19 diagnosis and the predictor's predictor's 
assurance. If the result is considered positive, it can be confirmed that it is acceptable. 

Figure 5 indicates the precision analysis. The precision range of the proposed DSNN is 92%, the 
existing method CNN has 91%, and the ADASYN has 90% comparatively. 
 

 
Fig. 5. Precision analysis performance 
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4.3 Recall  
 

The recall is the TPR, which measures how much the actual value can be predicted from all 
locations based on the Covid-19 detection dataset. 

Figure 6 shows the recall ratio of the valid rate in percentage. In this, the proposed method DSNN 
gives a recall ratio of 89%, and the existing process of CNN and ADASYN are 83% and 81%, 
respectively. 
 

 
Fig. 6. Recall analysis performance 

 
4.4 False Ratio (FR) 
 

The FR of covid19 can be analyzed. A better formulation of FR through observational modeling 
and a better understanding of trajectory data types than traditional micro-network models. 

Figure 7 shows the lowest false positive rate compared to other methods. The failure ratio 
exploration of the offered DSNN method is 40%, the existing process CNN 58%, and ADASYN 62%. 
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Fig. 7. False rate analysis performance 

 
4.5 Time Complexity (TC) 
 

TC is the time the algorithm takes to produce a result as a function of the input length. It measures 
the time it takes to process the results during conception for the diagnosis of Covid-19. 

Figure 8 illustrates the analysis time problem in seconds. The proposed method DSNN is 45s, the 
existing CNN method is 53s, and ADASYN is 48s. 
 

 
Fig. 8. Time complexity analysis performance 

 
Figure 9 defines the loss performance for covid19 disease prediction.  
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Fig. 9. Loss performance 

 
5. Conclusion 
 

The covid-19 pandemic is affecting the whole planet. As of April 2020, the disease has spread to 
over 85 countries. Scientists have made every effort to find a solution to this infection. Both the US 
and India say several vaccines are being developed and tested. Computers are widely used by 
scientists to make predictions. There are several studies using DL to fight against Covid-19. This 
chapter can be used by various researchers to learn how DL can be used to predict other events and 
this scenario. This section explores the applicability of deep transfer learning in the diagnosis of covid-
19 using ensemble datasets. The step of pre-processing carried out prepares the dataset to reduce 
noisy content. RRFS then selects the best features of Covid disease, and finally, the DSNN method is 
used to classify and diagnose Covid-19 promptly and accurately. The proposed results are a 
classification performance of 95%, precision is 92%, recall ratio of 89%, a false rate is 40%, and covid 
identification time complexity is 45s. In the future, advanced DL-based models may provide not only 
the diagnosis of Covid-19 but also the determination of the severity of Covid-19 to monitor and treat 
patients effectively. 
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