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The rapid technological advancement nowadays has a wide-ranging impact on almost 
all industries. Artificial Intelligence (AI) is one of the technologies that has received 
much attention and has been used widely, including in the public health sector. In this 
light, medical practitioners and the public are anticipating the changes brought by AI 
technology in the public health sector. This study is focused on thoroughly discussing 
the relationship of AI in the context of public health. The discussion shows that AI is 
giving a lot of positive potential to the public health sector. However, despite the 
abundant potential and promise, AI is also not running away from today's challenges. 
The overall discussion of this study will provide a clear picture on the link between AI, 
public health link and related parties, including official medical-related agencies. In 
other words, this paper summarises the relationship between AI and public health, 
specifically the challenges and potential changes AI will bring forward. 

Keywords: 
Artificial Intelligence; public health; 
challenge and potential; social 
communication  

 
1. Introduction 

 
Deep learning has emerged in recent years, allowing computers to closely mimic human abilities 

in image recognition, speech recognition, and analytical processing [1]. This ability to mimic human 
talents is linked to the concept of Artificial Intelligence (AI), which has become more useful in the 
business world and daily activities due to the rapid development of computing progress nowadays 
[2]. In this light, the application of AI in today's modern era will have a direct impact on the 
programming landscape of our everyday lives [3]. 

As mentioned by Lee et al., [4], AI can be classified according to its strengths and weaknesses. A 
powerful AI system can produce something creative, conscious, and intelligent [5]. A strong AI is a 
system capable of performing any intellectual task a human can do. However, developing such strong 
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AI systems is still in its early stages and is considered speculative, with no real-world examples [3]. 
Even though AI is already being used to a limited extent in healthcare, finance, and public 
transportation [6].  

Ribeiro et al., [7] defined AI as applying algorithms and statistical models to perform tasks 
typically associated with human intelligence, such as perception, recognition, decision-making, and 
natural language processing. In other words, the term AI refers to the study and application of 
computer programming to perform tasks traditionally performed by humans. These programs’ ability 
to analyze and understand data using algorithms and statistical models allows them to perform 
‘intelligent’ tasks that humans previously could only perform. Furthermore, according to Chua [8], AI 
aims to develop intelligent agents or systems that can perform tasks independently, adapt to new 
environments, and naturally communicate with humans.   

AI development aims to teach computers to perform tasks that often require human intelligence. 
These tasks include speech and image recognition, language translation, and complex decision-
making. AI algorithms and systems can evaluate massive quantities of data, learn from it, and make 
decisions based on that learning, making them useful in many applications, from virtual assistants to 
self-driving automobiles [9]. AI have shown significant potential in public health in recent years [10]. 
AI-powered technologies in healthcare can aid in the prevention, diagnosis, and treatment of various 
diseases, as well as the management of public health crises. For example, AI algorithms have been 
developed to predict the spread of infectious diseases such as COVID-19, to analyse medical images 
for early cancer detection, and to monitor health data from wearable devices in real-time leads to 
identify potential health risks [10]. Furthermore, Jin et al., [11] found AI algorithms have been utilised 
to predict the spread of the virus, identify high-risk populations, and develop effective treatment 
plans during the Covid-19 pandemic. AI-powered virtual assistants have been developed to help 
healthcare professionals manage their workload, streamline administrative tasks, and enhance 
patient care [12]. 

On the other hand, the use of AI in public health has caused ethical and privacy concerns, such as 
ensuring AI algorithms' transparency, fairness, and accountability, protecting patient privacy, and 
preventing bias [4]. Thus, it's important to consider the pros and cons of using AI-driven technologies 
in the public health sector and to take steps to guarantee that these tools are used ethically. The 
objective of this study is thoroughly investigating the interaction of AI in the context of public health. 
As the methodology approach, this study utilizes multiple streams of literature, which are integrated 
and presented as a holistic and critical review of AI in the context of public health. 

 
1.1 The Concept of Artificial Intelligence  

 
Artificial intelligence (AI) is expanding rapidly. This situation has generated significant interest 

from various industries [13]. One of the pillars of AI is the development of machines to perform tasks 
traditionally associated with human intelligence, such as solving complex problems and making 
complex decisions [7]. AI is also related to machine learning, which is the creation of algorithms that 
allow computers to learn from data [14]. Machine learning is linked to natural language processing, 
computer vision, speech recognition, and gaming [15]. Subsequently, advanced machine learning has 
led to the development of deep learning, improving AI performance on tasks like picture and speech 
recognition through analysing massive volumes of data [16].  

Robotics and games like Go and Chess are excellent examples of advanced AI [17]. Silver et al., 
[18] discussed the reinforcement of machine learning's newest advances and their potential 
applications in robotics and video games. Machine learning will strengthen AI through hybrid models 
and other approaches like deep learning and fuzzy logic [19]. Deep learning is an AI method that 
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teaches and trains computers to think like humans, while Fuzzy logic, on the other hand, refers to a 
system that mimics how people make reasoning and cognitive decisions. 

AI is used in organisations to assist day to day operations. AI usage is expected to grow 
exponentially, reaching 50% of worldwide consumption by 2030. It is estimated that by 2020, more 
than half of organisations in various fields will be using this new generation of AI technologies [20]. 
Moreover, AI has the potential to significantly improve many aspects of people's daily lives, including 
the environments in which they live, work, learn, play and commute [21]. 

Conversely, AI has shown great potential to transform public health by improving disease 
prevention, diagnosis, and treatment. AI has been applied in various areas of public health, such as 
infectious disease surveillance, drug discovery, and personalised medicine [22]. The healthcare 
industry has also started experimenting with AI, and preliminary results suggest that it has significant 
potential for enhancing patient outcomes in areas such as creating individualised treatment plans, 
detecting disease patterns, and forecasting positive reactions to therapy [23]. 
 
2. Artificial Intelligence and Public health: An Overview 

 
AI system capabilities have positively revolutionised public health [21]. The technology helps 

public health professionals respond more effectively, swiftly to disease outbreaks and decrease any 
adverse impact on communities. AI also can process large amounts of data at any one time quickly 
[20], hence, it can perform image or picture recognition tasks and process into meaningful data. 
Image recognition process is also very useful in public health to analyse data or results quickly and 
accurately [8]. Image recognition plays an important role in public health, allowing doctors to detect 
the type of disease infection [8]. However, image recognition is one of many useful or benefits of IA 
in public health sector. In this regard, the application of AI in public health will be discussed further 
in the next section.  
 
2.1 Disease Surveillance 

 
AI has been found to be able to identify potential outbreaks by analysing data including medical 

records, lab results and data related to public health [24]. Thus, AI methods have been shown to 
improve infectious disease surveillance by enabling earlier detection which leads to more rapid 
response to outbreaks [25]. For instance, AI can analyse the algorithm of electronic health records to 
detect signs of infectious diseases, such as fever or cough. The results from the analysis of these 
patterns can then help organisations give early warnings to the public [26]. 

AI can also detect early signs of disease outbreak through data provided by a wide range of 
surveillance channels including social media, news articles and online searches [27]. For example, AI 
can accurately predict influenza outbreak by analysing the algorithm of Google search data [28]. This 
can be achieved via AI’s ability to monitor disease patterns in real time to help public health officials 
to implement strategies to control the spread of disease [29]. Wang et al., [1] also stated that AI can 
also detect the outbreak of influenza by analysing and reading the unique algorithm of symptoms 
shown by an individual. 

Social media data can also be utilised by AI to predict and monitor disease outbreaks [30]. Data 
generated by social media platforms such as Twitter and Facebook on users' behaviours, opinions, 
and activities can be analysed to identify trends and patterns related to health and disease [31]. Not 
only that, but social media platforms also such as Twitter and Instagram provide a wealth of 
information that can be used to track the spread of diseases in real time [32], which have been 
discovered to provide early warning of disease epidemics before it is reported by established health 
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organisations [32]. For instance, in studies analysing Twitter data during the 2015 Zika virus outbreak 
in Brazil, researchers employed machine learning algorithms that enabled them to accurately predict 
the location of the next Zika outbreak up to two weeks in advance [33].  

Furthermore, AI can be used to scour social media for reports of uncommon symptoms or clusters 
of sickness in certain regions, both of which may be indicators of newly developing infectious diseases 
[17]. AI systems can evaluate data collected on user behaviours, opinions, and actions from social 
media platforms like Twitter and Facebook using algorithms in real-time to detect early warning 
signals for future disease epidemics [34]. For instance, Salem et al., [30] employed AI to scan Twitter 
data and forecast the spread of influenza outbreaks in the United States. The study found that Twitter 
data could accurately predict the timing and location of influenza outbreaks up to two weeks before 
official reports were released [35]. Thus, healthcare institutions may detect possible epidemics and 
respond swiftly by monitoring social media data in real-time using AI algorithms [17]. 
 
2.2 Diagnosis and Treatment 

 
AI has been used to analyse medical images, electronic health records, and other clinical data to 

assist in the diagnoses of various diseases [36]. These AI can identify patterns and features that may 
be difficult for human experts to detect that can allow for earlier and more accurate diagnoses [37]. 
For instance, AI systems have demonstrated encouraging results in identifying breast cancer in 
mammography screening. In fact, research has shown that an AI system can detect breast cancer in 
mammograms with a higher level of accuracy than can be achieved by human radiologists [27]. Thus, 
patient outcomes can improve because of enhanced breast cancer screening programmes and early 
diagnosis.  

Another study showed that a deep learning-based AI programme was as effective as board-
certified dermatologists in detecting skin cancer [38]. According to Esteva et al., [38], the AI system 
can diagnose skin cancer with the same level of precision as human dermatologists. Because early 
identification of skin cancer is essential for effective treatment, this has the potential to increase the 
accuracy and efficiency of skin cancer screening. AI algorithms have also been used in the diagnosis 
of brain tumours. MRI scans are often used to diagnose brain tumours, however, interpreting these 
scans can be challenging due to the complexity of brain anatomy. AI can now analyse these MRI scans 
to assist in diagnosing brain tumours with high accuracy [39]. This means that AI has the potential to 
increase the accuracy and timeliness of diagnosing brain tumours, which is essential for effective 
therapy. 

Next, current AI technology can now analyse CT scans and assist in diagnosing lung cancer [5]. 
Lung cancer is often detected using CT scans; however, it can be challenging for radiologists to 
interpret the images and differentiate between cancerous and non-cancerous nodules. In a study 
published in Nature Medicine, researchers developed an AI system trained to analyse CT scans from 
thousands of patients to detect lung cancer. They found that the AI system could accurately detect 
lung cancer in CT scans with a similar level of accuracy to experienced radiologists [40], which may 
enhance the speed and precision with which lung cancer is diagnosed, both of which are crucial to 
effective therapy. 

Not only that, AI has also shown potential to assist medical professionals diagnose heart disease 
[41]. One example is using AI in electrocardiogram (ECG) analysis [42]. ECG is a common test used to 
diagnose heart conditions; however, interpreting ECG results can be challenging due to the complex 
patterns and signals involved [43]. Therefore, AI has been utilised to analyse ECG signals and diagnose 
heart disease [40]. This was done through the detection of the presence of atrial fibrillation (an 
irregular heartbeat) from ECG signals with a high degree of accuracy [40]. AI has also been used to 
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identify coronary artery disease (CAD), which occurs due to reduced blood flow to the heart from 
narrowed or blocked coronary arteries. Thus, AI algorithms have been developed to analyse medical 
imaging data, such as CT scans or angiograms, to help diagnose CAD [44]. This may increase the 
precision and timeliness of CAD diagnoses, both of which are crucial to providing effective therapy. 

In other case, AI algorithms have shown potential in assisting medical professionals to diagnose 
and manage diabetes [45]. One example is by using AI algorithms in glucose monitoring, which is a 
critical aspect of diabetes management [46]. AI algorithms were developed to analyse continuous 
glucose monitoring (CGM) data and predict glucose levels, which can help patients and healthcare 
providers make more informed decisions about insulin dosing and other diabetes management 
strategies [47]. Not only that, AI algorithms were also used in diabetic retinopathy screening [48], 
which is a consequence of diabetes that damages blood vessels in the retina that may lead to 
permanent visual loss if not caught early [49]. Thus, using AI algorithms, retinal images were analysed 
to detect signs of diabetic retinopathy [50], and it was found that AI could accurately detect diabetic 
retinopathy in retinal images [48]. Overall, the use of AI algorithms in diabetes management has the 
potential to improve patient outcomes by enhancing the accuracy and efficiency of glucose 
monitoring and diabetic retinopathy screening. 

AI has shown great potential in developing personalised patient treatment plans based on their 
unique characteristics and medical history. By evaluating large volumes of patient data, test findings, 
and imaging data, AI systems may uncover patterns and linkages that may not be obvious to human 
specialists [51]. Moreover, AI also helps medical professionals tailor treatments to individual patients, 
which increases the likelihood of successful outcomes and reduces the risk of side effects. AI systems 
were able to predict patient response to antidepressant medication based on brain imaging data [52]. 
This can potentially improve the efficacy of antidepressant treatment and reduce the risk of side 
effects. 

 
2.3 Health Behavior and Lifestyle 

 
AI also has shown potential in developing interventions for personalised health by tailoring the 

interventions to individual preferences and habits to be more effective for people to adopt healthy 
behaviours. These interventions that are tailored to an individual's preferences and habits are thus 
more effective in promoting behaviour change than standard interventions [53]. For example, AI 
could analyse an individual's activity levels and recommend personalised exercise routines based on 
their preferences and fitness goals [53]. Personalised health behaviour change interventions can also 
be developed using data from wearable devices, such as fitness trackers or smartwatches. From this, 
AI can analyse this data to provide personalised recommendations to improve health behaviours, 
such as increasing physical activity or improving sleep quality [54]. 

Liu et al., [39] noted that AI could analyse extensive data sets, such as health records, physical 
activity data, and dietary information, to generate personalised interventions. These interventions 
can then be provided through various platforms, such as mobile apps or wearable devices. Zeevi et 
al., [55] provided an example of how AI can create personalised health behaviour change 
interventions. AI can analyse an individual's eating habits and suggest personalised dietary changes 
based on their preferences and health objectives. Nutrino is an example of an AI-powered app that 
utilises machine learning to evaluate a user's food intake and provide personalized meal 
recommendations to assist them in achieving their health goals. In addition, AI can analyse an 
individual's stress levels and suggest tailored stress management interventions based on their 
lifestyle and preferences [56]. For instance, Woebot, an AI-powered app, employs natural language 
processing to provide users with customised mental health support and stress management tools. 
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AI can also analyse data from wearable devices, such as fitness trackers and smartwatches, to 
track an individual's physical activity and promote healthy behaviours [57]. These devices measure 
various aspects of an individual's health and fitness, such as step count, heart rate, and sleep quality. 
Patel et al., [58] suggested that AI may scan the data collected by these devices to assess an 
individual's physical activity levels and prescribe healthy habits. AI can process this data and provide 
personalised recommendations for physical activity, sleep, and nutrition based on an individual's 
goals and preferences [59]. 

 
3. Artificial Intelligence and Public Health: Challenges and Potential 

 
The positive and negative impacts of AI in various contexts have been discussed in previous 

studies. AI's positive and negative impacts have been observed in various industries, including 
healthcare. This reflects the challenges of AI despite its wide potential. The potential of AI can be 
seen from aspects such as increasing operational efficiency and cost savings. In contrast, the 
challenges linked to AI include issues such as data quality, which will have a significant negative 
impact. This aspect will be discussed in-depth in other sections. 
 
3.1 Challenges 

 
AI has the potential to significantly impact public health through enhancing illness diagnosis, 

therapy, and administration. However, there are challenges and obstacles to using AI in public health 
settings. The first challenge is the complexity of accurately predicting disease outcomes. For instance, 
Shin et al., [60] highlighted the challenge of accurately predicting some types of disease, such as 
diseases that are non-linear in nature and which have unpredictable symptoms. An example is cancer, 
which has numerous dimensions compared to the number of cases. This challenge means that AI may 
not be able to accurately predict diseases or produce results for various types of diseases.   

In the context of identifying and tracking disease outbreaks, data quality and compatibility are 
critical important. There is a need for AI to be created based on more mature data and large real case 
training data. Access to vast data is vital in the context of AI because in real events, the pattern or 
symptoms of diseases vary depending on unique individual characteristics such as culture, lifestyle 
and living area. Thus, improvement in creating high quality data in the context of AI is important to 
emphasise to AI developers. Data quality is important because better quality data will lead to higher 
confidence for the user or individual towards the output from AI. Moreover, Secinaro et al. [61] 
stated that there is need for more initiatives in associate multidisciplinary data mapping related to 
healthcare and for AI to strengthen the relationship of this technology. Public health agencies need 
data to identify AI-associated health problems and prevent them from worsening [62].  

In addition, AI has revolutionary potential in healthcare by improving healthcare and medicine 
delivery worldwide. However, there exist some challenges that relate to ethics. Panch et al., [63] 
examined the ethical challenges associated with the implementation of AI in healthcare. One of 
ethical challenges associated with AI implementation is the importance of transparency and 
accountability to ensure the results are fair and unbiased. Therefore, these challenges must be 
identified and resolved to ensure that patient preferences, safety, and privacy are considered. This 
highlights the need for more discussion and awareness about how AI is being used so that everyone 
can better understand the risks and benefits [64]. 

Rigby [64] emphasised on transparency and accountability to ensure that results from AI 
algorithms are fair and unbiased. Transparency means that the AI algorithm's decision-making 
process should be clear and understandable to the end user or medicine partitioner. The AI algorithm 
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should also explain the process in detail until the decisions are made [65]. Accountability means that 
the developers and operators of the AI algorithm are responsible for the decisions made by the 
algorithm [66]. Transparency is important because it allows users to understand how the AI algorithm 
reached its decision, which can help to detect and correct any biases in the AI process [65]. 
Additionally, transparency can increase user trust in the algorithm, which can improve the adoption 
of AI technologies [65]. Responsibility for the algorithm's outcomes must rest with its creators and 
maintainers, which is why accountability mechanisms are so crucial [66]. This can incentivise 
developers and operators to create and use fair and unbiased algorithms. Accountability can also 
help prevent the misuse of AI algorithms, such as using biased algorithms in hiring or lending 
decisions [64]. 

Additionally, it is important to ensure that AI-based tools are designed to support rather than 
replace human clinicians and that AI systems do not perpetuate existing biases or increase health 
disparities with technology [67]. Ghosh et al., [68] examined the difficulties of using AI in healthcare 
and stated that AI tools need to be developed to help medical partitioners make informed decisions. 
This challenge arises due to medical practitioners complaining that AI tools for healthcare are built 
to focus on innovation rather than the utility for patients. This leads to arguments that medical 
partitioners are not prepared to take responsibility if the AI makes a wrong decision in healthcare. 
Therefore, there is a strong suggestion that AI tools should be made to help the medical practitioner 
make decisions such as by helping them analyse and classify large amounts of data for disease 
troubleshooting.  

AI models are becoming increasingly complex, making them difficult to understand and interpret 
[69]. The nature of some AI models makes it difficult to explain how they arrive at a particular decision 
or prediction [70]. It is common for the results from AI or machine learning to have little meaning for 
human observation. This situation makes it difficult for humans to understand because normally, 
healthcare uses data related to statistical output [71]. Thus, the transition of a healthcare industry 
that has been developed by humans since a few decades ago to one that incorporates a new domain 
related to AI will take time as it requires deep adjustments among related stakeholders. Lack of 
understanding can lead to scepticism and distrust among users, especially in fields like healthcare, 
where decisions made by AI can have significant consequences for patients [40]. 
 
3.2 Potential 
 

The potential of AI to revolutionise public health on a global scale has been discussed in various 
sources. AI could help improve public health by making processes more efficient and effective across 
a broader public health continuum [72]. AI can help us improve healthcare and medical research in 
many ways, such as through early detection and prediction of disease outbreaks [73]. Besides that, 
AI algorithms can analyse Twitter data to detect and track the spread of influenza in real time [18]. 
Similarly, a study by Li et al., [4] found that AI can be used to analyse hospital electronic health records 
to detect and predict outbreaks of respiratory diseases such as COVID-19. 

Dugas et al. [74] used AI algorithms to analyse health data from emergency departments to 
predict the spread of infectious diseases such as influenza. The study showed that AI algorithms could 
predict disease outbreaks several weeks in advance, allowing public health officials to take 
appropriate actions to prevent the spread of the disease [74]. For instance, Marquet et al., [75] used 
AI to integrate data from multiple sources to predict the spatial spread of dengue fever in Brazil. 
Therefore, AI can integrate data from various sources, such as social media, news reports, and 
environmental data to provide a more comprehensive view of disease outbreaks [76].  
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AI could help improve public health by making processes more efficient and effective across a 
broader public health continuum [15]. It helps improve how these services are delivered and find 
new ways to treat people [77]. AI can potentially improve healthcare by improving patient 
management, medical interventions, patient monitoring, and supporting clinical decisions [78]. 
Predictive healthcare networks also use AI to predict patient health [79]. This can help reduce wait 
times and improve patient care.  

In medical research and development, AI can help reduce the cost of new drug development, 
create better drug designs, and find new and promising drug combinations [80]. In the process of 
making new medicine or improve existing medicine, developers need to access and understand large 
amounts of data related to medicine such as related compounds as well as the history or track record 
of medicine development [81]. This process will take time and is costly if done manually or with the 
help of existing technology. Thus, AI could help developers assess and analyse the massive data 
related to medicine and provide significant output data for developers to create new medicine or 
come out with improvements for medicine and compounds. Moreover, AI can help identify new 
information that maybe hidden for a long time in big data and use it to create new medicine [47]. 

Many studies have shown that AI has enabled health applications that are highly effective. Reddy 
et al., [77] mentioned that there is now a lot of investment in the use of technology in healthcare, 
both in private companies and government organisations. AI can help public healthcare professionals 
deliver healthcare more effectively through new technologies such as by analysing huge amounts of 
data for record processes. AI and big data have immense potential to inform public health policy 
decisions by allowing professionals to analyse vast amounts of data to identify patterns, trends, and 
risk factors [82,83]. By leveraging AI solutions, healthcare organisations can generate accurate and 
actionable insights from massive datasets [23]. This, in turn, can lead to significant improvements in 
patient outcomes, save cost and help address health gaps [23]. 

AI has a lot of potential to improve public health, however, it is important to ensure that it is used 
in a responsible way and that patient privacy is kept safe [84]. The use of AI in healthcare can greatly 
advance medical treatment and study. It can help healthcare professionals identify risk factors, 
patterns, and trends that can inform public health decisions, where personalised and predictive 
preventive approaches can be used on a population basis to tailor healthcare to each person's unique 
needs [39]. Nonetheless, this potential should be given due thought, especially concerning the biases 
that can arise when using AI in public health as well as to prioritise the successful implementation of 
AI while ensuring that it is implemented in an ethical and transparent manner that protects patient 
privacy [85]. As AI becomes more widely used in public health, it is important to reflect on possible 
biases and focus on an ethical and open implementation that protects the patient’s privacy against 
prejudice based on how people think as well as the assumptions made when creating the algorithms 
or using the training data. It is essential to recognise the use of a blind hiring software to hide personal 
information and to understand the cognitive biases that can affect how people make decisions and 
judge things. 
 
4. Conclusions 
 

AI is an emerging topic in the public health field. In recent years, AI has shown great potential to 
improve public health efforts, including disease surveillance, outbreak detection, and clinical 
decision-making [63]. In addition, AI applications have been used to help identify patients, predict 
patient outcomes, and diagnose diseases in people at risk of developing certain diseases [86]. Public 
health experts use AI to analyse large health datasets to better understand diseases and health 
trends. AI may also assist in identifying patterns and trends in data that may be difficult for humans 
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to discern. Overall, the outcome or result from AI in the healthcare context may be utilised to make 
better public health policy decisions [62]. AI has been successful in improving population health; 
however, this has not made AI successful in reaching the tipping point to protect and promote 
population health [63,87]. Therefore, there is a need to enhance the existing AI or create new AI tools 
to increase confidence in these systems, mainly when they are applied to a real case or event. At the 
same time, the relevant parties need to look positively at how to overcome barriers in the 
development of current technology to ensure the smooth adoption of advanced and progressive 
technology [88-90]. 

In summary, AI has great potential in the field of public health, especially in disease surveillance, 
outbreak detection, and clinical decision-making. AI is a tool that can be helpful in the field of public 
health. However, more research is needed to see if it can be effectively integrated into core functions 
and make a positive difference in people's health and trust in these systems. 
 
5. Implication and Future Research Directions 
 

AI can potentially be a useful tool in medical and public health. This study went into detail about 
AI consumerism in the context of public health. Today, AI is clearly capable of providing numerous 
benefits to public health. Furthermore, massive development will be undertaken in the future to 
improve the efficiency of AI. This ongoing development will almost certainly have a positive impact 
on public health. However, some issues must be thoroughly addressed to avoid negative outcomes. 
On the other hand, these challenges will serve as a good starting point for future efforts to improve 
the efficiency of AI in the context of public health. 

This study has discussed the application of AI in the context of public health. In addition, this study 
discussed the challenges and potentials of using AI in public health. The findings from in-depth and 
critical discussions can help health-related organisations understand and examine the application of 
AI in the context of public health or health. The discussion could also raise awareness among medical 
partitioners or health-related organisations about the importance of AI in changing the landscape of 
health operations. This is significant because some people still have worries about using AI in public 
health. Furthermore, implication of this research contributes significantly to the body of knowledge 
in AI and public health. This study's findings have also expanded the literature on the technological 
construct regarding AI perspective and application in the context of public-related issues. 

The findings of this study are based on research and a review of past literature. Therefore, this 
study suggests that future research uses empirical methods to examine the use of AI in public health. 
Using empirical methods is important to produce more focused findings based on the actual 
reflection of AI-related phenomena. The focus of the future studies can be on the use of AI for 
medical practitioners and the public perspective on AI in their treatment. In summary, AI can 
potentially transform healthcare and public health in a substantial way, but its exploitation will 
require careful planning and collaboration between different groups.  
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