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Detecting sarcasm in text can be challenging, but it's an opportunity to exercise the ability 
to consider various perspectives and aspects. Considering multiple viewpoints while 
analysing sentences can lead to comprehensive results and constructive discussions. 
Sentiment analysis algorithms are constantly improving and becoming more accurate in 
identifying sarcasm, even in implicit expressions where the sarcasm is not explicitly stated. 
It's exciting to have the opportunity to detect sarcasm conveyed through subtle cues, as it 
adds another layer of complexity to the task. The field of sarcasm detection has made 
great strides with the use of supervised classification models that can accurately 
distinguish between sarcastic and non-sarcastic sentences through labelled data. This 
approach shows promise for identifying explicitly incongruous statements, and there is an 
increasing need for techniques that can successfully detect sarcasm in sentences with 
implicit sentiment incongruity. This study employs a deep learning model to tackle the 
challenge of distinguishing implicit sarcasm. The model being used is a recurrent neural 
network (RNN), which has the ability to retain numerical representations of previously 
processed information. The proposed model is designed to effectively identify sarcasm by 
capturing context-based incongruity within the presented text, which is a crucial 
factor. The proposed model, Proposed LSTM (P-LSTM), effectively captures the 
dependencies among words in both suffixes and prefixes by scanning the given sentences 
bi-directionally. The classification is organised into two levels: emotional and semantic. 
The suggested approach offers a way to accurately evaluate and categories tweets based 
on their sarcastic state. Excitingly, the proposed method is being evaluated through 
experiments on two automatically annotated datasets and two manually annotated 
datasets to determine its effectiveness. The suggested model is compared to numerous 
state-of-the-art methods, highlighting its efficacy. The findings demonstrate that the 
suggested model is highly effective for sarcasm detection compared to other methods 
currently in use. The suggested model has great potential in recognising implicit sarcasm 
by utilising deep learning and context-based incongruity analysis, which could lead to 
significant improvements over existing methods. 
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1. Introduction 
 
In social media, the client-side users create text messages that are very creative and contain a 

high level of embedded emotions like sarcasm and other similar expressions. The most prominent 
social networking platforms, such as Twitter, Facebook, and Instagram, as well as others, all make 
use of a feature known as "Hashtag (#)," which allows users to create a tag of their own and give it a 
moniker of their choosing. There is no requirement that it be expressed via formal language or 
representation. In the process of data mining and analysis, the identification of caustic remarks is of 
the utmost importance. The insensitivity of assigning attention to caustic words might result in the 
opposite of what is intended [19]. The identification of sarcasm within the comments is also crucial 
for reasons relating to security [24]. Finding sarcasm inside a text is a challenging process that 
demands a high degree of intelligence since, unlike data mining from text messages, it is difficult to 
recognize sarcasm in the text. Data mining from text messages may be done automatically. 
Sometimes the material will contain indirect caustic comments, and the only way to recognize them 
is after a discussion has taken place.  

As per the researchers of linguistics, sarcasm is an incongruity conveyed between the statement 
and the context that it refers to within a single piece of text [19, 25, 26]. Contrast from sentiment 
polarity is one among the common form of sarcasm in social media Twitter. For instance, “Am 
astonished to see these dirty environment” in this tweet, astonished refers to positive polarity and 
dirty environment indicates negative polarity. Here in this tweet the sarcasm lies in dirt environment 
and its strongness of sarcasm lies on the positive polarity astonishing. There are basically two forms 
of incongruity 1. Explicit congruity: for instance, “I love annoying” here love is positive and annoying 
is negative which comes under sentiment polarity, and this indicates the sarcasm directly. Whereas 
implicit sarcasm lies between the words that are highly undistinguishable as words of sarcasm.  

The task in detection of sarcasm is to identify and classify a piece of text whether it belongs to 
sarcastic or non-sarcastic. Even though it is a single piece of text that are supposed to be classified, 
the task highly depends on the words that are supported for it. General machine learning models can 
classify the explicit sarcasm in an effective way. However, this coupling and dependency of words 
and its meaning among each other in the sentence are hard to classify. If the dependency were on 
sequential form, then a general Recurrent Neural Network would easily resolve it.  

However, RNN is able to categorize the sentences depending on the order in which they appear 
sequentially. It does not proceed backward and forward in order to determine the second level 
meaning that is included inside the phrase. Scanning the assertions back and forth like this provides 
an effective method that is discussed in this study for addressing the detection of sarcastic text that 
is included in the phrases. The suggested model, which will be called P-LSTM, is made up of two levels 
of classification: the first level focuses on the emotional aspect, while the second level focuses on the 
semantic aspect.  

The detailed studies on the recent models are discussed in section 2. The basic explanations, 
which are highly needed for the further understanding of the concepts in this paper, can be, and 
found in section 3. In Section 3, we cover the fundamentals of RNN and the specifics of Bi-directional 
LSTM. Section 4 provides an example of using Bi-directional LSTM to detect sarcasm in text. Extensive 
information on the models used to demonstrate the importance of the proposed model is provided, 
and Section 5 explains the experimental setup, experimental analysis, and datasets selected for 
evaluating the performance of the proposed model. Section 6concludes with a discussion on how the 
current work might be improved in the future. 
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2. Related Works 
 
In recent years the rule-based approach to classify the sentiments on the statements in which it 

highly dependent on the linguistics and the models that depends on such approaches includes [25, 
27, 28]. In Twitter social media platform, the usage of hashtags can reverse the appropriate 
sentiment in the tweets present over there [28]. A direct hashtag called #sarcasm is used in most of 
the tweets to directly indicate that this text belongs to sarcasm. These hashtags are not present in 
some of the other aspects where the task become highly difficult and the false positive in the 
comments of #sarcsam should also be identified and removed.  

In the current decade the use of deep learning approaches is high in demand where without the 
intervention of the user the model can distinguish between the sarcastic and non-sarcastic 
statements. Few models use the similarity score to distinguish the same. In the year 2016 [29], a 
machine learning approach is employed to find the sarcastic detection on a domain level 
classification. CNN based classification models are also present in the sarcasm detection domain.  

There are a substantial variety of methods that may be employed in research, such as the direct 
CNN approach, the direct LSTM approach, the LSTM fused with the CNN approach, the Bi-LSTM 
method, and many more. In the course of this study effort, comparisons were conducted between 
the CNN-based strategy, the LSTM-based technique, the CNN-LSTM combined approach, and the Bi-
LSTM approach. There are just a few additional works that are relevant to this topic in [20-23]. 

 
3. Bi-directional RNN 
 

In this section, the working model of Bi-directional RNN and the working model of Bi-Directional 
Long Short-Term memory based neural network is explained for the clear understanding for further 
readings. The Bi-directional RNN is the base model for the working of Bidirectional LSTM.  

 
3.1 Bi-directional RNN 
 

In the conventional neural network models, the input of every layer is independent to each other 
and the same is applicable to the output and hidden layers. However, in sentiment analysis, for 
identifying the actual emotion in the sentences, the cohesion between the words in the sentences is 
also essential. Based on this model even the missing out emotions can also be discovered provided 
with appropriate training to the model. The remembrance of correlation between the words in the 
sentences it can transfer the actual emotions in the sentences from input layer to the hidden layer 
for further processing.  

The working of RNN is as follows: RNN loops the networks among them through which it can 
retain the core content of information. Since the loop is nested in structure it has the tendency to 
accept the input as a sequence.  

 

Fig. 1. RNN working Model 
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RNN transfers the independent working model of CNN into dependent actions. For instance, the 
activation functions which are independent in CNN are dependent to each other in RNN. The weights 
and the bias values in all the layers will be the same from one another. In this way the computational 
complexity will be reduced measurably. In this model, the output of the first layer will be the input 
for the next hidden layer. In this model of computation, all these three layers (input, hidden and 
output) will be considered as a single layer.  

In figure 1, ℎ represents the hidden layer, 𝑥 represents the input, 𝑥!, 𝑥"…𝑥# represents the input 
words in the sequence where each 𝑥$  represents one word each.  

The calculation of information extracted from the input sequence 𝑖 can be mathematically 
represented as, 

ℎ$ = 𝑓(ℎ$%!, 𝑥$)                                                                         (1) 
where 𝑖 is the current iteration. And when applying the activation function (tanh	) the model can 

be represented mathematically as   
ℎ$ = tanh	(𝑤$$ℎ$%! +𝑤$&𝑥$ 	)                                                           (2) 

where 𝑖𝑖 represents the recurrent neuron and 𝑖𝑥 represents the current neuron. The final output can 
be calculated as 

𝑦$ = 𝑤'( × ℎ$                                                                       (3) 
whereas y denotes the output of the neuron and 𝑤'(is the weight of the output layer neuron. 
 
3.2 Bi-Directional LSTM 
 

The bi-directional LSTM is the fusion of two independent RNN together. With this model it is 
effective to appropriately examine the sentence both forward and backward at same time. In Bi-
directional LSTM, the input will be taken in two different RNN in which one runs forward form and 
the other in the backward form.  
 

 
Fig. 2. Bi-directional LSTM 

 
In Bi-directional LSTM the calculation of activation functions do not happen in s single candidate value 
solution and the calculation of such values can be mathematically formulated as 

𝐶$ = tanh	(𝑤)4𝑎$%!, 𝑥$6 + 𝑏))                                                      (4) 
The control over LSTM network can be carried out in three different forms: 

1. To update the gates in the network 
𝛿* = 𝜎:𝑤*4𝑎$%!, 𝑥$6 + 𝑏*;                                                        (5) 

2. To forget the sequence of words in the network 
𝛿+ = 𝜎(𝑤+4𝑎$%!, 𝑥$6 + 𝑏+)                                                         (6) 
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3. The output of the network can be computed as  
𝛿, = 𝜎(𝑤,4𝑎$%!, 𝑥$6 + 𝑏,)                                                         (7) 

And the final output can be represented as 

𝑜𝑢𝑡𝑝𝑢𝑡 = @
𝑐$ = 𝛿* × 𝑐$ + 𝛿+ × 𝑐$

𝑎- = 𝛿. × 𝑐$
                                                    (8) 

For example: the findings from the surface pressure measuring experiment are discussed in this 
section. In the next sub section, discusses the impacts of the angle of attack, the Reynolds number, 
and the leading edge bluntness.  

 
4. Bi Directional-RNN for detecting Sarcasm 
 

The knowledge may be effectively transformed from one situation to another by using learning 
models, which is quite successful due to the fact that the memory of the network can be obviously 
utilised in multiple various aspects. Identifying sarcasm within the supplied material as a statement 
and its relation to the context of it is a knowledge-based learning mechanism that was utilised in this 
study effort. The sources that were utilised for this mechanism were Twitter and other online social 
media platforms.  

There is a large selection of resources for determining sentiments that can be found on the 
internet. Some examples of these include sentiment word corpora [1, 2] and sentiment tweets 
corpora [3, 4]. In order to strengthen the suggested models, a few more models were also brought 
to the attention of the research team. These models transmit the knowledge of feelings gained from 
other resources obtained from the above-mentioned corpora [1, 2, 5]. 

The exiting challenge in this model is to identify the coupling form of two different sentiment 
analysis technique to find the sarcasm present in the statements given. The two identified models 
are sentiment word corpora and sentiment tweets corpora.  

One is to find the sentiment hard attention from every word in the sentence. And the other is to 
find the semantic present in it. Both can be mathematically represented as follows.  

The representation of sentiment analyzed from the tweets can be represented as 𝑦 =
[𝑦!∗, 𝑦"∗, 𝑦0∗… , 𝑦$∗] and this is generated after applying the soft-max (tanh) function in it from 𝑆. 

𝑦$∗ = tanh(|𝑆|)                                                                       (9) 
ℝ = 𝐻(𝑦 ⊕𝑊 × 𝑦∗)                                                               (10) 

 

5. Experimental Analysis 
 

The experimental design, datasets used in the assessment, and a comparison of the proposed 
model's performance to that of current models are all detailed here. 

Experimental Setup 
We test our proposed model by using the following table 1 of automatically annotated and two 

manually annotated datasets. 
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Fig. 3. Working flow of LSTM on sarcasm classification 

 
Table 1  
Datasets 

Si. No. Datasets Reference # Sarcastic / # Non-Sarcastic 
Statements 

1 

Automatically Annotated Dataset 

[6] 10000 / 10000 
2 [7] 10000 / 10000 
3 [8] 18889 / 48890 
4 [22] 2826 / 1792 
5 

Manually annotated dataset 1 
[9] 474 / 1608 

6 [10] 532 / 1397 
7 [11] 2222 / 2396 

 
The compared algorithms for proving the performance of the proposed model includes Bi-LSTM 

networks [12, 13, 14], CNN based LSTM networks [15], LSTM [16], CNN [17] feature based sarcasm 
detection models [9, 18, 19]. 

 
5.1 Experimental results and discussion  
 

The experimental analysis was done in three stages. 1. On automatically annotated datasets 
which uses hashtags to find the instances. 
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5.2 Automatically Annotated Datasets 
 

P-LSTM (proposed LSTM) findings on automatically annotated datasets are shown in Table 2. The 
outcomes are evaluated next to the most up-to-date algorithms. Hashtags like #sarcasm, #education 
(edu), #humour (hum), #politics (pol), and #news are used to automatically extract occurrences from 
the dataset. 

 
Table 2 
Results of Proposed P-LSTM vs other Algorithms on Automatically Annotated Datasets 

Models 
[6] [7] 

edu hum pol edu hum poi news 
[14] 94.73 96.26 97.04 94.84 95.58 99.34 96.96 
[15] 93.77 94.46 95.06 94.88 96.51 99.21 97.83 
[16] 93.85 91.05 90.55 95.58 95.78 99.11 97.66 
[17] 94.28 94.37 95.59 95.05 96.46 99.24 97.21 

P-LSTM 94.83 95.83 96.69 95.09 96.28 98.76 97.06 
[20] 91.12 91.12 93.12 91.12 93.12 95.12 97.12 

 

Table 2 shows that the suggested model achieves better results than the state-of-the-art 
algorithms do for the vast majority of the examined hashtags. Numerical results show that the 
proposed P-LSTM is superior than [14], [15], and [19] and is on par with [16] and [17] across the board 
for hashtags.  The data presented in Table 2 are given a graphical representation in Figure 4, which 
facilitates easier comparison. 

 

 
Fig. 4. Results of Proposed P-LSTM vs other Algorithms on 
Automatically Annotated Datasets 

 
5.2.1 Manually annotated datasets 
 

The outcomes of applying P-LSTM (proposed LSTM) on manually annotated datasets are 
presented in Table 3. The findings are analysed in light of the most current algorithmic developments. 
Instances from the dataset are extracted by hand, and the process is described in the articles [9, 10, 
11, 22]. 
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Table 3 
Results of Proposed P-LSTM vs other Algorithms on Manually 
Annotated Datasets 

 [9] [10] [11] [22] 
[14] 75.39 60.13 65.97 69.53 
[15] 71.29 59.95 61.89 68.07 
[16] 72.70 57.69 64.19 68.54 
[17] 76.01 58.97 63.29 70.70 

P-LSTM 78.42 67.37 69.57 73.20 

  
It is clear from looking at Table 3 that the suggested model performs significantly better than the 

methods that are already in use. Based on the numerical results, it is possible to claim that the 
proposed P-LSTM outperforms [14], [16], and [17] and performs similarly well as [15] in all manually 
annotated datasets. In addition, the suggested P-LSTM performs better than [15]. The data presented 
in Table 3 are depicted in a graphical format in Figure 5, which facilitates easier comparison. 

 

 
Fig. 5. Results of Proposed P-LSTM vs other Algorithms on Manually 
Annotated Datasets 

 
5.2.2 Unbalanced Datasets 
 

The results of the P-LSTM (proposed LSTM) algorithm applied to imbalanced datasets are 
presented in Table 4. The findings are analysed in light of the most current algorithmic developments. 
The instances of the dataset are retrieved by hand, and the comparisons are carried out using sets of 
data that are not evenly distributed. For instance, roughly 30000 non-sarcastic comments are utilised 
for training the networks in addition to 10000 sarcastic remarks [6, 7, 8]. This is done so that the 
networks may learn from both types of comments. 

It is clear from looking at Table 4 that the suggested model performs significantly better than the 
methods that are already in use. Based on the numerical results, it is possible to claim that the 
proposed P-LSTM performs better than [14], [19], and [16] in all imbalanced datasets, while 
performing similarly well as [15] and [17]. The data presented in Table 4 are depicted in a graphical 
format in Figure 6, which allows for easier comparison. 
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Table 4  
Results of Proposed P-LSTM vs other 
Algorithms on unbalanced Datasets 

  [6] [7] [8] 
[14] 92.50 95.81 98.51 
[15] 92.23 95.43 98.99 
[16] 92.16 94.85 98.25 
[17] 92.97 95.39 99.32 

P-LSTM 92.93 96.30 99.80 
[20] 92.89 95.47 99.20 

 
 

 
Fig. 6. Results of Proposed P-LSTM vs other Algorithms on 
unbalanced Datasets 

 
6. Conclusion 
 

A innovative solution to the problem of identifying sarcasm in tweets is presented here as part of 
a research project on the subject. The model is constructed from an approach to deep learning known 
as RNN, in which the records of the previously scanned material are retained in the form of numbers. 
The suggested model's primary focus should be on the inconsistency of the supplied texts with regard 
to their respective contexts. The suggested P-LSTM works by scanning the provided phrases to and 
from inside the model. This enables the information and the dependency among the words in suffix 
as well as prefixes to be uncovered. After that, the suggested model is assessed based on the 
classification-trained model, and the tweets are categorized based on the accuracy ratio. In order to 
demonstrate that the suggested model is effective, it is examined and contrasted with the most 
recent algorithm that represents the state of the art. The findings demonstrated that the suggested 
model is superior to other current approaches in terms of its overall efficacy. 
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