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The complexity of pulmonary tuberculosis (TB) lung cavity lesion features significantly 
increase the cost of semantic segmentation and labelling.  However, the high cost of 
semantic segmentation has limited the development of TB automatic recognition to 
some extent.  To address this issue, we developed an algorithm that automatically 
generates a semantic segmentation mask of TB from the TB target detection boundary 
box. Pulmonologists only need to identify and label the location of TB, and the algorithm 
can automatically generate the semantic segmentation mask of TB lesions in the 
labelled area.  The algorithm, first, calculates the optimal threshold for separating the 
lesion from the background region. Then, based on this threshold, the lesion tissue 
within the bounding box is extracted and forms a mask that can be used for semantic 
segmentation tasks.  Finally, we use the generated TB semantic segmentation mask to 
train Unet and Vnet models to verify the effectiveness of the algorithm. The 
experimental results demonstrate that Unet and Vnet achieve mean Dice coefficients 
of 0.612 and 0.637, respectively, in identifying TB lesion tissue. 
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1. Introduction 
 

Tuberculosis is a common infectious disease. The computer-aided decision support system can 
effectively assist doctors in the diagnosis and treatment of tuberculosis [1-4]. In such a system, the 
segmentation of pulmonary tuberculosis tissue is a crucial step, which can separate the lesion area 
from the normal area in the CT scan image, thus helping doctors to diagnose and treat more 
accurately. Segmentation of tuberculosis lesions have been a challenging problem due to the 
complexity and variability of lung images. Therefore, it is necessary to develop an efficient and 
accurate segmentation method for pulmonary tuberculosis lesions. 

Medical imaging, especially CT scanning, is an important tool for diagnosing and managing TB. 
However, the complexity of pulmonary lesion features significantly increases the cost of semantic 
segmentation and labeling. Manual segmentation and marking by trained medical professionals are 
time-consuming and costly, which is difficult to implement in resource-limited settings [5]. Therefore, 
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an automatic segmentation and labeling method that can accurately identify and segment lung cavity 
lesions in lung CT scan image is needed. 

In this paper, we propose an algorithm to automatically generate TB semantic segmentation mask 
from the TB target detection bounding box. The algorithm only needs medical professional to mark 
the TB area and the algorithm can automatically generate a semantic segmentation mask of TB within 
the marked area. Our algorithm can reduce the cost and time required for manual segmentation and 
labeling and achieve the development of automatic TB recognition. 

The implementation principle of our algorithm: First, use the discrete gradient histogram [6] to 
find the optimal threshold to separate the lesion from the background area, and then extract the 
lesion within the bounding box according to the threshold and form a mask that can be used for 
semantic segmentation tasks. Finally, we train 3D Unet [7] and Vnet [8] models using the generated 
TB semantic segmentation masks to verify the effectiveness of the algorithm. 

Experimental results show that our proposed algorithm able to segment and label pulmonary 
cavity lesions in lung CT scan based on bounding box labelled by medical professional. It can help the 
medical professional to improve the accuracy and efficiency of TB diagnosis and treatment 
procedure. 
 
2. Methodology  
    

In this research paper, ImageCLEF2022-TB dataset [9] is used to segmentize TB lesion tissue in 
lung CT scan image.  The dataset contains lung CT scan image with lesion area bounding box. Then, 
the optimal threshold for CT scan image is calculated. Based on the threshold value, the lesion tissue 
of the TB target detection marked is extracted within the bounding box area. 
 

2.1 Determination of TB Lesion Threshold 
 
The pixel value distributions of TB CT scan images in the ImageCLEF2022-TB dataset are vary. This 

is because each of TB CT scan image contains of 125 slices of CT scan.  Figure 1 illustrates the mean 
distribution of pixel values in four randomly selected CT scan images from the dataset. It is evident 
from the figure that the pixel value distributions in these four images are distinct. The calculation 
principle (pseudocode) of the discrete mean pixel histogram is shown in Figure 2. 
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Fig. 1. ImageCLEF2022 sample pixel value distribution. TRN_000, TRN_068, TRN_291, TRN_367 
represent the CT scan images from the ImageCLEF2022 dataset. The x axis is the pixels value, 
and the y axis is the frequency of counted pixels values 

 

 
Fig. 2. The calculation principle (pseudocode) of the discrete 
mean pixel histogram 
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In Figure 2, the experimental principle of the algorithm can be explained as follows: 
First, assuming that the entire pixel value distribution matrix of the CT scan is denoted as ℂ (as 

shown in Eq. (1)) 
 

ℂ = [
F0

𝑆1 ⋯ F255
𝑆1

⋮ ⋱ ⋮

F0
𝑆𝑛 ⋯ F255

𝑆𝑛

]                                                                                 (1)    

                                                                                                                           

where, 𝑛 represents the total number of slices that exist in ℂ. F𝑗
𝑆𝑖  represents the frequency of pixel 

value j appearing in the 𝑖𝑡ℎ slice (𝑆𝑖 ∈ ℂ, 𝑖 = 1, ⋯ , 𝑛) of ℂ.  
 

Then, the calculation principle of the mean distribution of pixel values can be represented by Eq. 
(2)  

 

F𝑗 =
F𝑗

𝑆0+,⋯,+F𝑗
𝑆𝑛

𝑛
  =

∑ F
𝑗

𝑆𝑖𝑛
𝑖=1

𝑛
, 𝑗 = 0, ⋯ ,255, 𝑖 = 1, ⋯ , 𝑛                                         (2) 

  
where, F𝑗 represents the average pixel value frequency of all slices of pixel value 𝑗 in a CT scan image 

ℂ.  
 

In Figure 1, it shows there are differences in the mean distribution of pixel values of different CT 
scan images. However, the pixel value distribution and the average value of pixel values for slices in 
the same CT scan image is basically consistent. Therefore, the average value of pixel values can well 
reflect the distribution of pixel values of each slice in the entire CT scan image. Therefore, to 
determine the pixel threshold for TB lesion in lung CT scan image is by calculating the mean value of 
all slices in a CT scan image. 

In this research paper, histogram of discrete pixel value (HDPV) is used to calculate distribution 
of pixel values. There are two sets of pixel value waves (excluding 0-value pixels) produced from the 
CT scan image. For these two sets of pixel value waves, we replace the first and second sets of pixel 
value waves with symbols 𝕎1 and 𝕎2 respectively, as shown in Figure 3. The peak values of these 
two groups of pixel value waves often have large fluctuations, some can reach up to 60,000 number 
of pixels, however, some only have more than 1,000 number of pixels.  Although in some cases, there 
are several groups of wavelets within a group of waves, overall, these wavelets are continuous. The 
law shows that  𝕎1  and 𝕎2  respectively reflect the basic distribution of pixel values in the 
background area and diseased tissue area in the tuberculosis CT image. That is, the pixel values of 
the pulmonary tuberculosis lesion area are basically distributed after the dividing line 𝕋 between 𝕎1 
and 𝕎2 (this dividing line can also be understood as a specific threshold for extracting lesion tissue). 
Therefore, to realize the extraction of lesion tissue in pulmonary tuberculosis CT, we need to separate 
the pixel value area behind the dividing line 𝕋. Figure 3 shows the dividing line 𝕋 must be between 
the two groups of peaks, at the starting point of 𝕎2. It can easily determine that the position of 𝕋 is 
half of the distance between these two sets of peaks. The specific implementation process for 
determining the dividing line 𝕋 is as follows: 
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Fig. 3. Determination of TB lesion extraction threshold 

 

2.2 Extraction of TB Lesions 
 
Once the threshold value 𝕋  is identified, the lesion tissue in the boundary frame region is 

extracted. The specific implementation of this process is as follows: First, we use 𝐴 (𝑥1, 𝑦1) as the 
upper-left coordinate point and 𝐵 (𝑥2, 𝑦2)  as the lower-right coordinate point to construct a 
bounding box. Second, extract all pixel value points arranged after 𝕋 
(𝕋 is a exact pixel value in the 𝐻𝐷𝑃𝑉) in the bounding box (as shown in Eq. (3)) 

 

𝕏𝔭𝔳
 (𝑥,𝑦)

≥ 𝕋, 𝑥2 ≥ 𝑥 ≥ 𝑥1,  𝑦2 ≥ 𝑦 ≥ 𝑦1                                                             (3) 

                                                                                                        

where (𝑥, 𝑦) are the coordinates of all pixel-value points within the bounding box. 𝕏𝔭𝔳
 (𝑥,𝑦)

represents 

the pixel value point with coordinates (𝑥, 𝑦), which is reflected on the abscissa on HDPV. 
 
2.3 Model Training Framework 

 
Figure 4 shows the TB lesion extraction training framework constructed in this research paper. 

The framework can be divided into two stages:  
 

 
Fig. 4. TB lesion extraction model training framework 
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In the first stage, we complete the generation of the data set. The implementation process of this 
stage is as follows: First, determine the TB lesion threshold of the lesion tissue in lung CT scan image. 
Secondly, extract the areas where TB lesions exist in all slices in the lung CT scan image. Finally, a 
semantic segmentation mask of TB lesions is generated based on the extracted regions, as shown in 
Figure 5. 
 

 
(a) (b) (c) 

Fig. 5. TB lesion extraction. Panels (a) - (c) represents the original image, the image with bounding boxes, and 
the extracted TB lesion tissue mask, respectively 

 

In the second stage, we assessed the performance of 3D Unet and Vnet models in identifying TB 
lesion tissue. We selected Unet and Vnet models as evaluation models for TB lesion tissue recognition 
due to their encoder-decoder structure, which enables efficient learning and extraction of lesion 
features from TB images. These models can capture features at various scales and acquire spatial 
information from the images, thereby facilitating precise segmentation of target structures in 
medical images. This structural characteristic makes Unet and Vnet models well-suited for accurately 
segmenting TB images, especially when dealing with complex-shaped or size-variable target 
structures. 

The implementation process of this stage is as follows: First, preprocess the data, and then train 
the data into the deep learning model, and the model is trained. Finally, Figure 6 presents the ground 
truth of TB lesions alongside the recognition outcomes of Unet and Vnet. In the figure it shows that 
Vnet achieves superior performance in TB lesion recognition compared to 3D Unet, displaying a 
higher level of agreement with the ground truth. The segmentation results produced by Vnet closely 
resemble the actual TB lesions.  
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 33, Issue 2 (2024) 98-106 

104 
 

 
Fig. 6. TB lesion tissues extracted by different methods. Panels (a)-(c) represent the ground truth extracted 
using bounding box, the upper panels are recognition result of 3D Unet, and the below panels are recognition 
result of Vnet 

 
3. Experimental Setting 
3.1 Dataset and Data Pre-processing 
 

As mentioned above, this research paper used ImageCLEF2022 TB dataset. The dataset 
participating in the experiment has a total of 75 CT scan images; each CT scan image encompass of 
135 slices of image. Therefore, the total of CT scan images used in this experiment is 10,125 images. 
The training and test set are divided in a ratio of 8:2, which, 80% of data for training and the rest will 
be the testing data for verification. 

In the pre-processing stage, all input images are uniformly adjusted the size to (96, 96, 96) [10,11].  
Additionally, to avoid training getting stuck in overfitting [12], the images are randomly rotate and 
label data on the three axes by 90 degrees at a time [13]. Then, the pixel intensities of the input 
images are randomly shifted to make it more suitable for training [14,15]. 
 

3.2 Model Training 
 

In the experiment, there are two models involved in the training, namely 3D Unet, and Vnet, and 
their training iterations are 6000 and 8000 respectively. The two models are consistent in the 
following training parameters: Batch size is 2; the learning rate is 1e-4, and the weight decay is 1e-5. 
The evaluation index for this training model performance verification is mean 
Dice Similarity Coefficient (mDice) [16,17]. 
 

4. Results and Discussion  
   

Table 1 shows the mDice of 3D Unet and Vnet in training the CT scan images. It can be seen from 
the table of experimental results that the mDice index of the 3D Unet model is 0.612, and the mDice 
index of the Vnet model is 0.637, and the Vnet model is slightly better than the 3D Unet model. In 
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this experiment, the mDice index was used to evaluate the segmentation accuracy of the model, that 
is, the accuracy of the model's segmentation of the lesion area and the normal area. Since the Vnet 
model can better capture the local and global features in TB CT images [18-22], it has higher 
segmentation accuracy than 3D Unet. 

The results of this experiment show that the Vnet model has better performance in identifying 
TB lesion tissue, and its mDice index is higher 3.9% than that of the 3D Unet model. This provides a 
certain reference for the research in the field of medical image segmentation. 
 

Table 1  
The performance of 3D Unet and Vnet in identifying TB 
lesion tissue 
Model 3D Unet Vnet 

mDice 0.612 0.637 

 
5. Conclusions 
 

This paper presents an algorithm to automatically generate TB semantic segmentation masks 
from TB object detection bounding boxes to aid in the diagnosis and treatment of pulmonary 
tuberculosis. Compared with traditional manual segmentation and labelling methods, this algorithm 
can significantly reduce the cost and time of lung CT scan lung cavity lesion segmentation and 
improve the accuracy and efficiency of tuberculosis diagnosis and treatment planning. The algorithm 
extracts the lesion tissue within the bounding box by finding the optimal threshold and forms a mask 
that can be used for semantic segmentation tasks and uses the generated TB semantic segmentation 
mask to train 3D Unet and Vnet models to verify the effectiveness of the algorithm. Experimental 
results show that the Vnet model exhibits better performance than 3D Unet in the segmentation task 
of TB lesion tissue. The method proposed in this study could provide a more accurate and efficient 
aid in the diagnosis and treatment of tuberculosis, especially in resource-limited settings. 
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