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Completing the final project on time is one indicator of success in university. 
Unfortunately, many students have not been able to complete their studies on time. 
One of the factors that influence this is the failure in choosing the right supervisor. This 
study aims to create a recommendation system that can help students choose suitable 
supervisors. Unlike other studies, this research builds a two-way recommendation 
system that takes into account the preferences of students and supervisors. The 
previous study used the skyline views query concept to recommend dominant objects. 
However, the skyline view query concept has a major limitation: only skyline objects will 
be recommended to the user. Thus, students who are not skyline objects may not get a 
supervisor's recommendation, and vice versa. In this research, we use the concept of a 
skyband view query to overcome the limitation of the skyline view query. In addition to 
answering eight important queries from both parties, students and supervisors, the 
skyband view query concept is also able to overcome the shortcomings in previous 
research. Historical data from alumni is used to construct students' and supervisors' 
interests. This research succeeded in expanding the choice of research topics given in 
previous studies, as well as increasing the number of recommended supervisors and 
students. 
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1. Introduction 
 

Every student wishes to graduate on time because the length of time graduation can be used as 
an indicator of the student's quality. Based on research in [1-3], many students are still unable to 
complete their studies on time. One of the factors that influence the student's study period is the 
selection of supervisors [4]. Proper supervisor is a very important factor that will determine the 
success of the student [5]. Many studies have been done to create a recommendation system for 
selecting supervisors like in [6-12]. All of these researches only take student preferences without 
considering the supervisor's preferences, which we called a one-way recommendation system.  
According to Chen et al., [13], when compared to a one-way recommendation system, a two-way 
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recommendation system can satisfy both parties more because it takes into account the preferences 
of both parties [14]. 

A two-way recommendation system using skyline view queries [13], is used to consider the 
preferences of two parties and can answer queries needed by both parties. A two-way 
recommendation system is generally used for recommending job applicants (job seekers) to 
companies that are hiring or match making application. After determining the criteria that are taken 
into account by each party, then the job seeker input his/her job preference while the company input 
their preferences for the prospective employee. Skyline View Queries (SVQ) is a set of eight queries 
from both parties. The skyline view queries concept is based on the skyline query concept [15,16], 
which is a well-known method for obtaining a small set of dominant objects from large data sets 
known as skyline objects. An object is said dominant object if it is equally good in all dimensions and 
at least slightly better in one dimension [15]. 

Let 𝐷 = (𝐷1, … , 𝐷𝑑) be a multidimensional space and assume that the domain of each attribute 
𝐷𝑖(1 ≤ 𝑖 ≤ 𝑑) is numeric. Let 𝑆 is a set of objects in 𝐷.  Two objects 𝑝, 𝑞 ∈ 𝑆. Notation 𝑝 ≻ 𝑞 means 
that 𝑞 is dominated by 𝑝 if for each attribute 𝐷𝑖, 𝑝. 𝐷𝑖 ≥  𝑞. 𝐷𝑖, and there is at least one attribute 
𝐷𝑗(1 ≤ 𝑗 ≤ 𝑑) where 𝑝. 𝐷𝑗 ≥  𝑞. 𝐷𝑗 . An object 𝑝 𝑖𝑠 said to be a skyline object if there does not exist 

𝑝′ ≻ 𝑝 where 𝑝′ is another object in 𝑆. A set of skyline objects in 𝑆 denoted by 𝑆𝑘𝑦(𝑆).  
In Ref. [17], a two-way recommendation system based on Skyline View Queries (SVQ) on Ref. [13] 

has been proposed for the selection of supervisors. Assume two parties in the supervisors' 
recommendation system are students and supervisors. Given a student data set 𝓧 and supervisor 
data set 𝓨. A student has several criteria, we call it preference, for his supervisor and vice versa. 
Supervisors certainly want students who have high GPAs and course grades, while students want 
supervisors with the lowest average supervising time and have graduated many students. These 
preferences are modeled as predicates for students and supervisors. The preference of a student 𝑋 ∈ 
𝓧 as a predicate 𝑋. 𝑃 in the space of the supervisor 𝓨, and vice versa. Student 𝑋 is interested in 
supervisor 𝑌 ∈ 𝒴 if 𝑌 satisfies the predicate of 𝑋, 𝑋. 𝑃(𝑌) = 𝑡𝑟𝑢𝑒, and vice versa. 

In contrast to the application of two-way recommendations in Ref. [13] where each party's 
interests are already available, in the selection of supervisors in Ref. [17], the interests of supervisors 
and students are not explicitly available. Most students and supervisors are rarely able to express 
their interests explicitly. To get the interests of supervisors and students who will be supervised 
(hereinafter referred to as students), this study uses historical data from students who have 
previously graduated (hereinafter referred to as alumni). Student interest in supervisors is obtained 
from the alumni’s theses that were graduated on time. By using text mining, alumni theses are 
extracted to produce a collection of relevant topics. Furthermore, the students will select their 
preferred topics. Students who like topics that are similar to the alumni's thesis will be grouped into 
one cluster, and supervisors of the alumni can be assumed as supervisors that match the interest of 
students in the same cluster. Supervisor interest for students is obtained using the same method, 
using students' academic data and alumni’s academic data who graduate on time. Students who have 
academic performance similar to alumni's will be grouped into one cluster, and it can be assumed 
that the supervisor of the alumni will be interested in these students. 

Based on the above definitions, eight queries in SVQ for the supervisor's recommendation are 
defined as described in Table 1. The eight queries are applied symmetrically, for students and 
supervisors.  
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Table 1 
The eight queries in Skyline View Queries for student (𝑋) [13] 
Query number Notation Meaning 

1 𝑉(𝑋) The view of 𝑋, {𝑌 ∈  𝒴 | 𝑋. 𝑃(𝑌) = 𝑡𝑟𝑢𝑒}  
2 𝐼𝑉(𝑋) The inverse view of 𝑋, {𝑌 ∈  𝒴 | 𝑌. 𝑃(𝐴) = 𝑡𝑟𝑢𝑒}  
3 𝑆𝑉(𝑋) The skyline view of 𝑋, 𝑆𝑘𝑦(𝑉(𝑋)) 
4 𝑖𝑆𝑘𝑦(𝑋) The inverse skyline of 𝑋, {𝑌|𝑋 ∈ 𝑆𝑉(𝑌)} 
5 𝑟𝑆𝑘𝑦(𝑋) The reciprocal skyline of 𝑋, 𝑆𝑘𝑦(𝐼𝑉(𝑋)) 
6 𝑀𝑉(𝑋) The mutual view of 𝑋, {𝑌|𝑌 ∈ 𝑉(𝑋) ⋀ 𝑋 ∈ 𝑉(𝑌)} 
7 𝑆𝑀𝑉(𝑋) The skyline mutual view of 𝑋, 𝑆𝑘𝑦(𝑀𝑉(𝑋)) 
8 𝑆𝐼𝑆(𝑋) The skyline of inverse skyline of 𝑋, 𝑆𝑘𝑦(𝑖𝑆𝑘𝑦(𝑋)) 

 
The recommendation system proposed in Ref. [17] has major limitations. Some students and 

supervisors are still not recommended to anyone. This is due to the large number of students and 
supervisors who are not the skyline objects. Moreover, since Ref. [17] only used the title of the thesis 
to capture the student's interest, the research topics to be offered to students are small. To improve 
the recommendation model, in this research we use the k-Skyband Query concept [18] in SVQ instead 
of the skyline query. We also use the abstract of the thesis in addition to the thesis title. 

The k-Skyband Query can be seen as an extension of traditional skylines, with a substantial 
difference: the parameter k allows to specify the maximum number of points that can dominate an 
element of the skyline. The usage of k allows Skyband Query to be more flexible concerning classical 
skylines. The k-skyband contains only the points that are dominated by at most 𝑘 points [18].  

Using the k-skyband, students, and supervisors who are not in the skyline in Ref. [17] can be 
selected as skyband objects, and recommended to the target party. The contributions of this paper 
are summarized below: 

 
i. We have modified the concept of skyline view queries using the k-skyband query concept, 

and call it the k-skyband view queries. 
ii. We have improved the recommendation result and the number of research topics offered 

to students in [17]. 
iii. We have conducted some experiments to prove the superiority of our proposed method. 

 
The rest of this paper is organized as follows. In Section 2 we present the k-skyband view queries. 

In Section 3, we present the result of our research. Finally, in Section 4, we conclude the paper and 
show directions for our future works. 

 
2. Methodology  
2.1 Research Data and Environment  
 

In this study, we use historical data of students from the Department of Computer Science, IPB 
University from 2010 to 2018. The length of study time, student academic data, and student thesis 
data were all included in the historical data. The computer used has an Intel Core i7-7700HQ 
Processor, 8GB of RAM, an NVIDIA GeForce GTX 1050 Graphics Processing Unit (GPU) with 4GB of 
memory (VRAM), and a 64-bit Windows 10 Home operating system. Jupyter Notebook, Visual Studio 
Code, Python 3.7, and an internet browser were all used in this research. 
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2.2 Research Stages 
 

We reused the stages in Ref. [17], with modifications in the step to get student interest and 
recommendation calculation stages (marked with bold border pattern fill square) in Figure 1.  

 

 
Fig. 1. Research Stages 

 
For simplicity, we use Table 2 and Table 3 as examples of student and supervisor datasets.  

 
 Table 2 
 The student dataset 

Student GPA Course grade Interest 

M1 3.5 A ? 
M2 3.9 B ? 
M3 3 AB ? 
M4 3.3 BC ? 

 
 Table 3 
 The supervisor dataset 
Supervisor Average of student’s 

study time (in years) 
Number of supervised 
student 

Interest 

D1 2  8  ? 
D2 2,5 12  ? 
D3 3  10  ? 

 

2.2.1 Obtain student interest  
 

To fill in the student interest in Table 2, titles and abstracts from alumni’s theses are extracted to 
obtain relevant topics. Figure 2 depicts the topic extraction process. Each word in the title and 
abstract of the alumni thesis will be labeled based on the type of word in the word labeling section 
with Part of Speech (POS) tagging. For example, the word "I" is labeled PRP because it is a first-person 
pronoun, whereas "data" is labeled NN because it is a noun. The labeling guidelines in this research 
are based on the research provided and adhere to the guidelines used in Ref. [19]. After being 
labeled, the thesis title and abstract will be divided into sentences of two to three words using n-
grams. The combined labels for each word contained in an n-gram will form a label pattern. For 
example, the sentence "my data" will have the NN PRP label pattern. The appearance of the label 
and sentence pattern is then counted. 
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Fig. 2. Topic extraction Process 

 

This collection of relevant topics is then given to students. Students choose the topics they are 
interested and we form the vector of student interest topics. We also form the same vector for 
alumni based on their research. Using the Jaccard similarity value [20], we calculate the similarity 
value between student vectors and alumni vectors. We assumed that the higher the similarity value 
is, the similar student and alumni interest is. It means the student is also assumed to have similar 
interests to the alumni's supervisor. Furthermore, the names of the supervisors obtained can be filled 
in the student interest column in Table 2. 

 
2.2.2 Obtain supervisor interest  
 

To fill in the supervisor interest in Table 3, we use academic data from alumni and students. 
Student academic data is collected to form a student academic data vector. The same process is also 
applied to alumni academic data. From these vectors, the clustering step is then carried out. Alumni 
and students who are in one cluster are assumed to have similar performance so supervisors from 
alumni will be interested in students in the same cluster. Furthermore, supervisor interest in Table 3 
can be filled in with the names of students who are in the same cluster as the alumni supervised by 
the supervisor. 

 
2.2.3 Skyband View Queries 
 

In Ref. [17], the process of obtaining all skyline view query results is carried out in several stages 
as described in Figure 3. Modifications are made by applying the k-skyband concept to SV, iSKy, SIS, 
rSky, and SMV as shown in Figure 4. 

 

 
Fig. 3. The Skyline view queries 
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Fig. 4. The k-Skyband view queries 

 
The k-skyband concept makes it possible for all supervisors and students to be recommended. 

The application of the k-skyband concept is illustrated in Figure 5. Assume there are 10 students, M1-
M10, plotted in two dimensions, student grade, and GPA. The higher the value of the two dimensions, 
the better. The skyline query will only return the most dominating students/supervisors (Figure 5(a)). 
By applying the k-skyband and adding 𝑘 values, we can add students who are not a skyline but still 
dominate other students, as shown in Figure 5(b) (𝑘=1) and Figure 5(c) (𝑘=2).  
 

 
(a)                                                                  (b)                                                                    (c) 

Fig. 5. (a) the Skyline query (b) the 1-Skyband query (c) the 2-Skyband query 

 
2.2.4 Analysis and evaluation 
 

The recommendations generated by the system will have four possibilities values [21] as shown 
in Table 4. 

 
Table 4 
The four possibilities value of recommendation result [21]   
 Recommended Not Recommended 

Used True-Positive (TP) False-Negative (FN) 
Not Used False-Positive (FP) True-Negative (TN) 

 
To evaluate the recommendation results, in this research, we use three metrics used in Ref. [21]. 

The first metric is precision, to assess the accuracy of the recommendation results. The second metric 
is recall, to assess the fulfillment of the user needs against the recommendation result. The last 
metric is the FP rate, to assess how many recommendations are not selected. The calculation of the 
precision, recall, and FR rate can be seen in Eq. (1), (2), and (3). The evaluation is also performed by 
comparing the results of the k-skyband view query recommendations with the recommendation 
result in Ref. [17].  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(1) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

  

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 (𝐹𝑃 𝑅𝑎𝑡𝑒) =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

(3) 

 
3. Results  
3.1 Topic Extraction Results 
 

Topic extraction from the title data and abstracts obtained relevant thesis topics for students to 
choose from. Words in Indonesian are labels using POS Tagging with the tagger provided by Ref. [19]. 
For English words, we use the tagger provided by the Natural Language Tool Kit (NLTK) library. After 
tagging the thesis title and abstract data, it is divided into sentences using n-grams. The number of 
occurrences for each extracted sentence is calculated using n-grams after obtaining the number of 
occurrences of the label pattern. After that, topic extraction is performed. The results of the topic 
extraction stage were 258 topics that could be chosen by students, 5 times more than those produced 
in Ref. [17].  

 
3.2 Analysis and Evaluation of the k-skyband View Queries 
 

The recommendation results for SIS, rSky, and SMV in skyline view queries and k-SIS, k-rSky, and 
k-SMV in k-skyband view queries are shown in Figure 6(a) (from the student's perspectives) and 6(b) 
(from the supervisor's perspectives). Based on both student and supervisor perspectives, the number 
of recommendations resulting from k-skyband view queries, in general, is larger than skyline view 
queries, so it ensures that all lecturers and students are recommended. 

 

  
(a)                                                                                               (b) 

Fig. 6. (a) the number of recommendation results for skyline view and skyband view queries based on 
the student's perspective (b) supervisor's perspective 

 
Figure 7(a) and (b) depict the effect of 𝑘 on the number of supervisors and students 

recommended for query SIS, rSky, and SMV. As can be seen, increasing the value of 𝑘 will increase 
the recommended number of students and supervisors. Nonetheless, it appears that the higher 𝑘, 
the higher the number of recommendation results is. 
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(a)                                                                                (b) 

Fig. 7. (a) the effect of the value of 𝑘 on the number of recommended supervisors and (b) on the 
number of recommended students 

 

The processing time is also affected by the higher 𝑘 value. Figure 8 shows the effect of increasing 
𝑘 values on processing time. The increase in the processing time is caused by k more skyline iterations 
should be done when k is increased. However, a significant increase in processing time occurs at low 
k values, at higher k values the processing time does not show a significant increase. 

 

 
Fig. 8. The effect of the value of 𝑘 on processing time 

 
The higher the value of 𝑘 used in skyband view queries, the more students and supervisors who 

are less dominant will be recommended. The results of recommendations can be prioritized based 
on the number of 𝑘 used. Students who are recommended to supervisors with 1-skyband results are 
given high priority. If the supervisor cannot accept him/her, the student will be recommended to the 
2-skyband supervisors' results and so on. 

Next, precision, recall, and FP rate are calculated to evaluate the results of the supervisor's 
recommendations. Figure 9 shows the results of the three metrics' calculations. 

As shown in Figure 9(a), adding more k to k-skyband view queries does not always increase the 
precision of the recommendation results. This is because the results of the recommendations given 
are not necessarily chosen by the student. However, increasing the value of k can increase the recall 
value as shown in Figure 9(b). This is because the more recommendations given, the more supervisors 
are by the wishes of students so more supervisors will be selected. However, the more 
recommendations given, the higher the FP Rate will be, where more recommendation results will not 
be selected. 
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(a)                                                                  (b)                                                                      (c) 

Fig. 9. (a) Precision from the recommendation of the supervisor (b) Recall from the recommendation of 
the supervisor (c) FP Rate from the recommendation of the supervisor 

 
4. Conclusions  
 

The most dominant supervisors and students are recommended by the skyline view query 
recommendation model. However, there are still many students and supervisors who are not 
recommended because they are not the most dominant. Applying the k-skyband concept to existing 
models can increase the number of recommended students and supervisors. This study was 
successful in providing supervisor recommendations to all students as well as alternative options for 
supervisors based on the value of k on the k-skyband. This study was also successful in broadening 
the topics available to students. Topics are expanded by including abstract data and extracted the 
abstract data using n-grams. The most relevant topics are chosen by sorting the number of 
occurrences of sentences and the number of occurrences of label patterns given with POS tagging of 
all thesis and final project documents. This study was successful in increasing the number of topics 
available for students. Adding a k value to k-skyband view queries can improve user satisfaction by 
allowing students to select supervisors of interest. However, as the value of k increases, there will be 
more supervisors who are recommended but not chosen by students, allowing the FP rate to rise as 
a result of the recommendations. 
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