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Human activity recognition model is vital and has been use in healthcare monitoring 
system. Bespoke multi-modal sensors were used such as accelerometer, gyroscope, 
GPS, temperature, pressure mat etc. Hence, the activities involved may varied resulted 
on class imbalance issue therefore, the model accuracy also degraded and may not 
provide the desired results in all aspects. Resampling method addressed as Synthetically 
Minority Oversampling Technique and Tomek Link (SMOTE Tomek) is proposed to 
balance the target classes. Moreover, many classification algorithms such as Logistic 
Regression (LR), Support Vector Machine (SVM) and Decision Tree (DT) were selected 
for the experiments on two datasets namely MARBLE that was publicly available and 
MARDA dataset. The classification accuracy achieved 98.36% with hybrid SMOTE Tomek 
on MARBLE dataset and 97.45% with for the MARDA dataset with total execution time 
19.4ms and 42.6ms respectively. Consequently, the proposed model can be deployed 
in a healthcare system dashboard for effective monitoring and efficient decision 
making. 
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1. Introduction 
 

Technology advancements have enabled the use of software systems in our daily lives. One of 
the in-demand systems that use the Internet of Things (IoT) and machine learning is in healthcare 
system. It provides a better, more intelligent, and more convenient smart environment that can assist 
the daily activities of humans by using intelligent sensors. Machine learning is one of the methods 
that is widely used in computing for data analysis, prediction, data analytics, and visualisation that 
generally used in healthcare or to reduce the energy consumption of a house [1,2]. This human 
activity recognition system (HAR) or ADLs is frequently used in the healthcare domain since we want 
to monitor the behaviour and health of the subjects. We can monitor the subject's behaviour at home 
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by detecting what they are doing. Sensor-based is one of the methods used in many research papers. 
It seems to be the best way to monitor the activities of the residents since we can ensure that the 
residents' privacy is always maintained. Using cameras, for instance, will interfere with privacy issues. 
It is ideally suited for the elderly facing health challenges such as Alzheimer’s. Monitoring activities 
allows other family members kept always informed about their current actions [3]. Consequently, 
the system ensures the prevention of any unwanted incidents and provides a constant sense of safety 
without them being aware [4].   

The needs for accurate model for healthcare system is in demand. Hence, there are several 
challenges that need to be tackled to produce an effective and efficient model. As the daily activities 
of the residents are not distributed involving three residents reside in the same environment, it 
caused an imbalance of data for the classes of the target. The frequency or occurrence of different 
activities performed by the residents is not evenly distributed. Some activities may happen more 
frequently than others, creating an imbalance in the dataset. Because of the unequal distribution of 
activities, the dataset becomes highly imbalanced. In other words, one class (or activity) may have a 
significantly larger number of instances than the other classes [5]. This imbalance can lead to a bias 
towards the majority class during the training of a machine learning model. This bias towards the 
majority class can have a negative impact on the performance of the machine learning model. It may 
cause the model to become less effective in accurately classifying instances from the minority class 
since it has been exposed to a disproportionate amount of data from the majority class. As a result, 
the model's predictions may be inaccurate, particularly for the minority class that have less 
representation in the dataset [6]. To address this issue, resampling technique, Synthetically Minority 
Oversampling Technique and Tomek Link (SMOTE Tomek) is proposed to balance the target classes 
and improve the performance of the model with DT [7,8]. 

There are several contributions to this study. A framework consisting of proposed methods with 
a hybrid technique SMOTE Tomek is proposed at the pre-processing phase to cater to the unbalanced 
class in the real-world dataset MARDA and MARBLE [9,10]. The class prediction is proposed using the 
state-of-art DT to improve the model accuracy. The proposed method can automatically detect and 
resolve the abovementioned problems to attain overall satisfaction in the decision support system in 
healthcare applications. Finally, we compare the results with the several state-of-art classifiers such 
as DT, SVM and LR to measure its performance. The rest of this paper is organized as follows. Section 
2 explores the previous related work. Meanwhile, Section 3 explains the materials and methods 
proposed in this study. Section 4 presents the results and discussions. Section 5 clarifies the 
conclusion of the overall conducted experiments. 

 
2. Related Work  

 
Healthcare system installed with various types of sensors and actuators such as wearable sensors 

(e.g., accelerometer and gyroscope) that the residents of the home will wear and ambient-based 
sensors (e.g., PIR, temperature sensor, and magnetic switch sensor) that will be installed on the 
doors, drawers, or in the rooms. All these sensors will be used to collect data on the routine activities 
around the home. The detection of human activity, or activities of daily living (ADLs), has been widely 
explored in the research area in this current era [11]. These monitoring and analysing can be 
beneficial to see their lifestyles suitable for elderly and dependent people so that they can continually 
improve their daily lives [12]. Different approaches and methods have been made in the previous 
works, which are the SVM model [11], the Hidden Markov model [12], and Convolutional and 
Recurrent Deep Learning [10]. These methods have advantages that can be beneficial in making a 
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classification model using machine learning for Human Activity Recognition. However, the model 
cannot tackle the imbalance dataset.  

The issue of class imbalance is a common problem in biometrics and healthcare data. When there 
is an imbalance in the number of samples for different classes, it can affect the accuracy of the 
models. To address this issue, it is important to understand the complexity of the problem, whether 
it is a relatively easy or difficult case of imbalanced classes. In cases where the majority class overlaps 
with the minority class samples, leading to low accuracy, it is referred to as noisy data. One of the 
main concerns with class imbalance is the difference in sample sizes between the majority and 
minority classes [13]. A dataset is considered imbalanced when the class proportions are heavily 
skewed, with significantly more examples from some classes than others. This imbalance is 
commonly observed in biometrics, gene recognition, and medical datasets in real-world settings [14]. 
In scenarios involving binary-two class classification, the majority class refers to the negative 
observations that outnumber the positive (minority) observations, or vice versa [5]. These scenarios 
pose challenges for classification models, as they struggle to achieve high accuracy without proper 
treatment of the input data before the classification stage. There are several reasons for treating 
imbalanced class problems. Firstly, standard classifiers prioritize accuracy and may ignore the 
minority class. Secondly, standard classification methods assume that the data sample accurately 
represents the population of interest, which is not always the case in imbalanced problems. Lastly, 
classification methods for imbalanced issues should consider different costs associated with errors 
from different classes. One recent approach to addressing the class imbalance problem is through 
data-level techniques and approaches [15]. These methods focus on pre-processing the data to 
transform the imbalanced problem into balanced data by adjusting the class distribution [16]. 

This work focuses on addressing the problem of imbalanced classes by utilizing the Resample 
SMOTE Tomek method. Resampling techniques are employed to reconstruct the sample datasets, 
including both the training and validation sets. This approach aims to effectively utilize the collected 
dataset to enhance the estimation of population parameters and quantify evaluation uncertainties 
[17]. The Synthetic Minority Over-Sampling Technique (SMOTE) is a specific approach that is explicitly 
designed for "oversampling." Unlike simply duplicating existing instances, SMOTE generates new 
artificial examples using specific procedures. This technique has been shown to be highly useful in 
effectively handling imbalanced datasets [16]. This approach aims to mitigate the risk of overfitting 
by employing a random procedure to generate new samples. However, it is important to note that 
this random procedure can introduce noise or nonsensical samples. Nevertheless, SMOTE Tomek is 
highly regarded due to its simplicity [7]. Furthermore, this study emphasizes the importance of 
utilizing supervised learning methods such as DT, LR and SVM in addressing the task of predicting 
human activity recognition in healthcare environment. 

 
3. Materials and Method  

 
Figure 1 shows the proposed model for Human Activity Recognition. The dataset was collected 

from the environmental sensors and wearable sensors. After that, data understanding is the next 
stage. This stage allows us to understand the dataset and how they are being collected and written 
or saved in the CSV files. After understanding the dataset, it will be cleaned and go through a pre-
processing process with several steps, including removing null values, data mapping, one hot 
encoding and feature selection. Consequently, only the training data will go through the resampling 
method using SMOTE Tomek. The training and testing data are then continued with feature scaling 
using normalization. The chosen model will be deployed in a dashboard used by the users. The details 
process was explained accordingly in the following sub sections. 
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Fig. 1. Human Activity Recognition Proposed Model 

 
3.1 Data Preparation 

 
MARDA Dataset [9] and MARBLE dataset [10] were used to build the proposed model. Both was 

collected for ADLs of multi-inhabitant. This dataset is available for public use for human activity 
recognition activity. MARDA dataset used both wearable and environmental sensors. The wearable 
sensor namely accelerometer sensors were used and environmental sensors such as passive infrared, 
touch, analog ceramic vibration, temperature and humidity sensors were installed. Activities ADL 
such as cook, eat, set up table, using PC, watch TV, etc were included in 70879 rows of data and 20 
attributes. MARBLE dataset is scripted; however, it has realistic scenarios suitable for modelling. Four 
subjects live in the same house and carry out their daily activities. A few environmental sensors were 
installed in the environment such as magnetic, smart plug and pressure mat. Activity executed in the 
smart environment including cook, eat, set up table, using PC, watch TV, wash dishes, clear table, 
enter home, leave home prepare meal. This dataset has 91,714 rows of data and 24 attributes. 

 
3.2 Data Pre-Processing 
3.2.1 Data cleaning and transformation 

 
The features ON and OFF transformed into binary 1 and 0 and any activity labelled as transition 

is removed since it is not necessary to detect human activity. Any null values in the dataset also 
removed since it cannot be replaced with any values. Feature selection method also used to extract 
and choose only the most relevant features; hence user and timestamp also were irrelevant for the 
next process.  

 
3.2.2 Resampling hybrid SMOTE Tomek method 

 
The target of the classes was then checked to see whether they were balanced or imbalanced. 

After plotting a graph of the samples of the dataset for each class, as seen in Figures 2 and 3, the 
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datasets were seen to be unbalanced. To avoid bias in the model and improve performance, the 
resampling method was proposed before training the model. The resampling method used for this 
dataset is hybrid SMOTE Tomek. SMOTE is an oversampling method here the synthetic samples are 
generated for the minority class. This algorithm helps to overcome the overfitting problem posed by 
random oversampling. It focuses on the feature space to generate new instances with the help of 
interpolation between the positive instances that lie together [5,6]. While Tomek Links is a down 
sampling method [7,18].  

 

 
Fig. 2. Number of samples by Activity of MARBLE Dataset 

 
Tomek developed the Tomek link, which was originally designed for two different classes (one 

majority and one minority), where, if the majority and minority classes are 𝑥! and 𝑥", then the 
distance between them will be 𝑑(𝑥!, 𝑥") and is known as the Tomek link, provided that no other 
class 𝑥# such that 𝑑(𝑥! , 𝑥#) < 	𝑑(𝑥! , 𝑥")	𝑜𝑟	𝑑(𝑥" , 𝑥#) < 𝑑(𝑥! , 𝑥") [7]. Tomek link works by 
eliminating the majority class instances that are closer to the minority class by applying the nearest 
neighbour rule to select instances and is also classified as an improved condensed nearest neighbour. 
 

 
Fig. 3. Number of samples by Activity of MARDA Dataset 

 
In brief, hybrid SMOTE Tomek technique is used in this experiment to avoid overfitting from the 

synthetic data made during the up-sampling method. SMOTE is a process where random data is 
chosen from the minority class, and then, the distance between the random data and its k-nearest 
neighbour is calculated. The difference will be multiplied by a random number between 0 and 1. The 
result will then be added to the minority class as a synthetic sample. This process is repeated until 
the target is balanced. Consequently, it is further processed for Tomek, a down sampling method. 
Tomek will choose random data from the majority class, and if its nearest neighbour is the data from 
the minority class, the Tomek is removed [5,7]. Before resampling, the dataset is first divided into 
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training and testing data using the train_test_split method. The training set is the only one 
undergoing the resampling because we want to test the model using raw data instead of resampled 
data. After doing the resampling method, the classes of the target can be seen to be more balanced, 
as we can see from Figures 4 (b) and (d) respectively. 

 

  
(a) Classes Distribution before Resampling process for 

MARBLE Dataset 
(b) Classes Distribution with SMOTE Tomek method on 

MARBLE Dataset 

  
(c) Classes Distribution before Resampling process for 

MARDA Dataset 
(d) Classes Distribution with SMOTE Tomek method on 

MARDA Dataset 
Fig. 4. Indicates class distribution of MARBLE and MARDA dataset before and after the resampling method 

 
3.2.3 Feature scaling 

 
Feature scaling is one of the vital processes during pre-processing stage before developing a 

machine-learning model. Scaling can improve a weak model and have a higher accuracy when 
predicting the target. The two most used feature scaling techniques are normalization and 
standardization. Some machine learning models are susceptible to feature scaling, while others are 
not. In this project, we used normalization technique where values were rescaled, so the data range 
between 0 and 1. This technique is also known as Min-Max scaling. Feature scaling is essential for 
this dataset since they have various ranges and shapes. For instance, we have labelled data from 
environmental sensors with values of "0" and "1" only. In contrast, data from wearable sensors like 
accelerometers and GPS can have values that range from negative floats to positive floats. This data 
has very distinct values, which may not be suitable for the machine learning model along with values 
“0” and “1”. Hence, normalisation has been done on the dataset to make sure the model can calculate 
the distances between data correctly, particularly in Logistic Regression and SVM with SGD.  
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3.4 Classification Methods 
3.4.1 Support vector machine (SVM) and logistic regression (LR)  

 
SVM and LR were also selected as the model classifier for these datasets. SVM is a supervised 

classification technique that employs hyperplanes to separate data [11]. It is a supervised machine 
learning algorithm that represents examples as points in space and ensures a distinct gap between 
categories, maximizing its width. Meanwhile LR mostly used for binary classification tasks. It works 
by modelling the relationship between a set of input variables (features) and a binary output variable 
(target) using a logistic function [19].   

 
3.4.2 Decision tree (DT) 

 
DT showed the best method and selected as model for this proposed method. DT is a non-

parametric supervised machine learning algorithm that can be used for classification and regression 
problems. It has a hierarchical and tree structure which has nodes, branches, internal nodes, and leaf 
nodes [20]. For DT classifier parameters, the max depth is set to 12, the criterion is entropy, and the 
random state is 0. The same settings are set for all four experiments. For max depth, 12 is set as the 
value because it gives the most optimal result compared to other values. Algorithm 1 indicates the 
pseudocode of DT [21]. 

 
Algorithm: Decision Tree 

i. Assign all training data to the root of the tree. The root of the tree will be set 
as the current node. 

ii. For each attribute, 
• Partition all data at the node by the value of attributes. 
• Compute the information gain ratio from the partitioning. 

iii. Identify feature that gives the highest gain ratio and set this feature to be the 
splitting criterion at the current node. 
• If the best information gain ratio is 0, set the current node as leaf and 

return. 
iv. Partition all instances according to attribute values of the best feature. 
v. Denote each partition as a child node of the current node. 

vi. For each child node: 
• If the child node only has instances from one class, set is a leaf and return. 
• If not set the child node as the current node and recurse to step 2. 

 
4. Experimental Results and Discussion 
4.1 Experimental Setting 

 
The processor used for this project is AMD Ryzen 5 5500U with Radeon Graphics 2.10 GHz with 

8.00 GB Ram. This project is running on a 64-bit operating system and x64-based processor using 
Python, IDE Google Colab and Visual Studio Code. Two experiments were set based on objective to 
find the most suitable techniques and algorithms for the classification model. For the first 
experiment, the data is split into a 70:30 ratio without resampling. The class target is not adjusted, 
so the target classes are imbalanced. 70% of the overall data is used as the training input of the 
model, while another 30% is used as the testing set for the input. While, second experiment the data 
is split into a 70:30 ratio as well. 70% of the data is put aside as a training set of input, while 30% is 
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used as a testing set of data input. However, the data has been resampled before it is used as the 
training data. The data has been resampled using SMOTE Tomek technique which is an oversampling 
and under sampling technique. Different parameters have been set for different algorithms. For the 
DT classifier, the criterion is entropy, the random state is 0, and the max depth is 12. Other than that, 
the parameters for SVM with SGD are hinge for loss, 12 as penalty and max iteration are 5. Finally, 
logistic regression uses the default parameters. These are the parameters and settings for the 
MARBLE dataset. For the MARDA dataset, the parameters of the DT are entropy as the criterion, 0 as 
the random state value, and the max depth is 12. SVM with SGD, the loss is set as the hinge, the 
penalty is 12, and the max iteration is 5. Lastly, the parameter for logistic regression is the same as 
the default. All of these parameters have been tuned as the most optimal values and SMOTE Tomek 
is used as the default parameter. 

 
4.2 Results Based on Experimental Settings 

 
The model's results and output will be evaluated and discussed in this section based the accuracy 

and F1 Score. Four experiments and its results were showed in Table 1. Result of experiment 1 in 
Table 1 shows the result with a 70:30 ratio without resampling, while the result of experiment 2, 
using a 70:30 ratio with SMOTE Tomek. According to these two experiments, experiment 2 has a 
better overall performance since the accuracy and F1 Score is higher than experiment 1. 
 

Table 1 
Model results based on 4 types of experimental settings 
Setting Result (%) Decision Tree Logistic Regression SVM with SGD 
Experimental 1 without SMOTE Tomek Accuracy 97.28 59.45 49.30 

F1 Score 94.00 31.00 27.00 
Experimental 2 with SMOTE Tomek Accuracy 98.36 90.79 97.75 

F1 Score 97.00 84.00 96.00 
 
The overall performance result for the four experiments indicates that model with resampled 

data is much better than the dataset without resampling. Although DT have high accuracy without 
resampling, this is due to the bias of the classification model when making a prediction. These two 
algorithms tend to assign the data to the majority classes rather than the other minority classes. This 
will cause the classification model to be biased towards majority classes and produce an inaccurate 
prediction value. Thus, when training the model using the imbalanced dataset, the model will not be 
able to predict the correct value when using future unseen data. We can see that the accuracy and 
F1 score of the SVM with SGD and LR before resampling were very low. However, after applying 
hybrid SMOTE Tomek's resampling technique to the training data, we can see that all algorithms 
produce higher and better accuracies.  

The best model was used and test on MARBLE datasets and provide its result as in Table 3. In 
term of execution time, Table 2 presents the execution time for the MARBLE and MARDA datasets.  
 

Table 2 
Execution Time Results 

Dataset Execution Time (ms) 
Training Testing Total 

MARBLE 6.5 12.9 19.4 
MARDA 41.3 1.3 42.6 
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4.3 Comparison with Benchmarked Model 
 

This section discusses the comparison between previous works and the proposed method. The 
significant difference of the proposed method with the earlier works as in Table 3 is the methods that 
are proposed different based on the objective of each study on a smart environment using the same 
types of sensors that was accelerometer and gyroscope [11,12]. We also compared model proposed 
by the author [10] using same MARBLE dataset to achieve an accuracy model based on the method 
proposed respectively. The highest accuracy from previous models is from Arrotta et al., which is 
90.32%. However, the proposed model using hybrid SMOTE Tomek technique and DT showed highest 
accuracy model using MARDA with 98.36% accuracy and 97.45% accuracy on MARBLE dataset.  
 

Table 3 
Method Comparison with previous works 
Method Dataset Accuracy (%) 
SVM [11] CASAS 84.00 
Hidden Markov Model [12] ARAS 76.20 
CNN-LSTM [10] MARBLE 90.32 
MARBLE Dataset using DT with SMOTE Tomek MARBLE 97.45 
MARDA Dataset using DT with SMOTE Tomek MARDA 98.36 

 
5. Conclusions 

 
Human activity recognition is significant and valuable in this technological era. It is advantageous 

and beneficial for elderlies or any individuals who may require constant health monitoring. For 
instance, people with Alzheimer's or seizures and living alone may need this system installed in their 
homes. Other than that, pre-processing is a crucial stage in developing a machine learning model to 
make sure the model can understand the data and learn well. Balanced data is fundamental as it will 
determine how the model will learn and produce a reliable and efficient model. Imbalanced data can 
cause the model to falsely learn the pattern of the data and make a false prediction which can pose 
significant risk. Thus, preparing and giving relevant data for the model to learn beforehand is vital. In 
this study, a machine learning model has been made to find the best method with the highest 
accuracy. The hybrid SMOTE Tomek method is proposed to cater to the problem mentioned is well 
defined for the domain in ensuring the decision support system is deliverables and beyond the 
expectation of its end-user. A machine learning model using DT has been used in this study and this 
model can be used using live data in an intelligent system. 

 
6. Data Availability 

 
The datasets used in the article are publicly available standard benchmark datasets referred to in 

Refs. [9,10]. 
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