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Pap smear screening test is one of the early prevention efforts to detect cervical cancer. 
Manual screening tests are still prone to observation errors. This study aims to create 
a convolutional neural network (CNN) model and support vector machine (SVM) model 
to identify cervical cancer through pap smear images.  The data used are 4049 normal 
and pathological cervical cells in pap smear images sourced from SIPaKMeD, which 
were divided into 5 classes based on the level of cancer malignancy. The CNN model is 
used to extract features on the pap smear image, and SVM is used to carry out the 
classification. The results of this study are four cervical cancer classification models on 
pap smear images using Resnet50 and Resnet50V2 architecture and SVM algorithms 
with different scenarios on freeze and unfreeze of the convolution layer. The 
classification model with the best performance has an accuracy of 97.09%.  CNN model 
with freezing the convolution layer provides much faster in the pre-trained model and 
the integration of this model with the SVM as the classifier results in the classification 
model of cervical cells in pap smear images with high accuracy.  
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1. Introduction 
 

Cervical cancer is a malignant disease that occurs in a woman's cervix. About 99% of all cervical 
cancer cases are related to infection with high-risk human papillomaviruses (HPV) [1]. The cause of 
cervical cancer is known to be the oncogenic sub-type of the HPV (Human Papilloma virus). According 
to data from the World Health Organization (WHO), cervical cancer is the fourth most common 
cancer in women. In 2018, an estimated 570,000 women were diagnosed with cervical cancer 
worldwide and around 311,000 women died from the disease [2]. The number of worldwide cervix 
uteri cases in 2020 is estimated at 604,127 (3.1%) [3]. The Global Cancer Observatory (2021) reports 
that the number of new cases of Cervix uteri in 2020 in Indonesia reaches 36,633 (17.2%) which is 
the second position after Breast cancer. The incidence of cervical cancer in Indonesia is 23.4 per 
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100,000 population with an average death rate of 13.9 per 100,000 population [4]. The case of 
cervical cancer often occurs in women aged 15-49 years [5]. 

Cervical cancer is fully treatable if detected at a pre-cancerous stage. WHO emphasizes that once 
it has been successfully diagnosed, cervical cancer is one form of cancer that has a high success rate 
for curing, as long as cancer can be detected early and treated effectively.  Papanicolaou (“Pap”) 
smear is one of the methods of screening for cervical cancer that is widely used in many countries 
including Indonesia. Prevention of cervical cancer can be done by detecting it accurately and as early 
as possible. Over the past 60 years, the Pap smear test has had a significant effect on reducing 
mortality from cervical cancer [6]. Detection of cervical cancer that is done manually requires a long 
time and a lot of energy and is prone to errors if the process is carried out intensively. This manual 
screening process can have high false-positive results due to the higher intensity of the screening 
process carried out in line with the increase in human error. 

The deep learning approach offers automated methods based on specific functions and 
objectives such as image detection, segmentation, and classification [7]. Convolutional Neural 
Networks (CNN) is a model architecture that is often used to classify medical images because of its 
outstanding performance in the field of computer vision [8]. CNN directly extracts features from a 
series of image data, eliminating the manual feature extraction process. The CNN model is built with 
several different layers to perform the task of image classification [9]. Over the last few years, CNN 
have had good achievements to detect the cancerous cells on Pap smear images [10-15]. AlexNet, 
VGG-16, and RestNet are the architecture of CNN that are most often used to perform segmentation 
and classification tasks in cervical cancer [16-18]. The combination of CNN and Support Vector 
Machine (SVM) was implemented to classify pap smear images that results accuracy > 90%  [19-22]. 
Ensemble-based classification models using a fuzzy rank-based fusion and three CNN architectures, 
namely Inception v3, Xception, and DenseNet-169 pre-trained were implemented on ImageNet 
dataset for Pap-stained single cell and whole-slide image classification [23]. Deep learning with the 
architecture InceptionV3, ResNet50, and VGG19 and transfer learning were applied to classify cervix 
images [24]. 

The results of previous studies showed that the CNN model has a good performance in extracting 
features on pap smear images. In this study, the CNN model is implemented to carry out the feature 
extraction process with the output in the form of a vector of features.  The features are then used as 
input to train the SVM model in the classification process. SVM is one of the best machine learning 
algorithms for pattern and image classification [25]. The resulting model is expected to assist 
cytopathologists in making an accurate initial diagnosis of cervical cancer. Instead of using CNN for 
the classification task of pap smear images, this study focuses on the application of CNN in feature 
extraction.  This aims to evaluate the performance of the feature extraction module in CNN especially 
on pap smear images. The results will be compared to our other work in developing the classification 
model of pap smear images using CNN. 

 
2. Methodology  
2.1 Data 

 
The data used in this study are the SIPaKMeD image dataset [26]. SIPaKMeD is a new dataset for 

a feature and image-based classification of normal and pathological cervical cells in pap 
smear images [26]. The SIPaKMeD dataset consists of 4049 isolated cell images that have been 
manually cut from 966 groups of pap smear image cells. Cells are grouped into 5 classes. Normal cells 
are divided into two categories, namely Superficial/intermediate (SI) and Parabasal (PB). Abnormal 
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but not malignant cells are divided into two, namely Koilocytotics (KC) and Dyskeratotic (DT). One 
category of cells classified as benign is metaplastic. An illustration of each class is shown in Figure 1. 

 

 
Fig. 1. Image category: (a) Superficial-Intermediate, (b) Parabasal, (c) Koilocytotic, (d) 
Dyskeratotic, (e) Metaplastic [26] 

 
2.2 Research Steps 

 
There are two main tasks conducted in this study namely the feature extraction from cervical cells 

in pap smear images and classifiers development using SVM [27].  The steps are data pre-
processing, CNN modelling for feature extraction, creating a classifier using 
SVM, hyperparameter tuning, and model evaluation.   

 
i. Data Pre-processing 

In the data pre-processing, we performed resizing images as the input of CNN and splitting 
a dataset. The size of images is set to 224 × 224. The dataset is divided into three partitions 
namely training, validation, and testing datasets with the proportion of 80%, 15%, and 5% 
respectively (Table 1). The training dataset was used to create the model. Hyperparameter 
tuning was applied to the validation dataset, and model evaluation was done on the 
testing dataset.  

 
Table 1 
Number of images in training, validation and testing datasets 

Class  Number of 
Cell Images 

Number of Images in 
Training Dataset 

Number of Images in 
Validation Dataset 

Number of Images in 
Testing Dataset 

Superficial/Intermediate 
(SI) 

831 664 126 41 

Parabasal (PB) 787 630 116 41 
Koilocytotics (KC) 825 660 124 41 
Metaplastic (MP) 793 634 118 41 
Dyskeratotic (DT) 813 650 122 41 

  
ii. CNN Modelling for Feature Extraction 

This study uses the CNN model with the Resnet50 architecture for feature extraction on 
pap smear images [26]. There are two Resnet50 models used namely pretrained Resnet50 
and pretrained Resnet50V2. Fully connected layers in the two pretrained models are not 
be used. Freeze and unfreeze processes were implemented on several convolution layers 
of the two models. This freeze and unfreeze scenario aim to maintain the weight of the 
convolution layer so that it is not updated as the training progresses. Four scenarios in 
CNN modelling for feature extraction are as follows 
• Scenario 1: CNN Resnet50 
• Scenario 2: CNN Resnet50V2 
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• Scenario 3: CNN Resnet50V2 with freeze 
• Scenario 4: CNN Resnet50V2 with pooling layer 
The freeze and unfreeze process also aims to reduce the duration required for model 
training. The output of this model training is a feature map that is used for training data 
at the classifier development step.  

 
iii. SVM Modelling 

There are four SVM models built on the pap smear images dataset. Each SVM model is 
trained individually using the features extracted from each CNN model. The SVM 1 was 
trained using the extracted features of scenario 1 (CNN Resnet50). SVM 2 was trained 
using features from scenario 2 (CNN Resnet50V2). The SVM 3 was trained with features 
from scenario 3 (CNN Resnet50V2 with freeze) and the SVM 4 was trained using the 
features extracted from scenario 4 (CNN Resnet50V2 with pooling layer). The method 
used for multiclass classification in the four SVM models is 'one vs rest'. 

 
iv. Hyperparameter Tuning 

Parameter tuning aims to find the most optimal parameter values for the data to be used 
in the model training process [28]. The SVM parameters to be tuned are C, degree, and 
kernel. Parameter tuning was performed using the “sklearn” library. A search space is 
created to obtain parameter pairs that can produce the best model. The search space for 
tuning parameters can be seen in Table 2. The tuning parameter was carried out once for 
the four SVM models. After finding the SVM model with the best parameters, the model 
is retrained using the training data.  

 
Table 2 
Search space for hyperparameter 
tuning 
Parameter Search space 
Kernel [linear, poly, sigmoid, rbf] 
C [0,1 , 1 , 10] 
Degree [1, 2, 3 ] 
Gamma [0,01 , 0,1 , 1] 

 
v. Model Evaluation 

The classification models are evaluated based on accuracy, sensitivity, specificity, and F-
measure. The model's performance is calculated based on the number of images that are 
correctly and incorrectly classified by the models. Those metrics are derived from the 
confusion matrix. 

 
2.3 CNN Models 

 
We performed four scenarios in CNN modelling. In scenario 1 and scenario 2, the convolution 

layer in the pretrained model is directly used as feature extraction. In scenarios 3 and 4, the model is 
trained first with training data, then the convolution layer is used as a feature extractor. 

 
i. Scenario 1 (Resnet50) 

The first model uses Resnet50 convolution basis with pretrained Imagenet weights. 
Before implementing the convolution, a rescaling layer is added which aims to normalize 
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the value of each pixel in the image into the range 0 – 1. The convoluted features are then 
entered into a flatten layer to change the feature dimensions to 1 × 100,352. The summary 
of the CNN model in scenario 1 can be seen in Table 3. The value of training parameters 
can be changed during the step of the training model, for example, weights. Non-training 
parameters have value that cannot be changed during the training model, for example, 
the number of layers. 

 
Table 3 
Resnet50 convolution basis model on scenario 1 
Layer (type) Output Number of parameters 
Rescaling (Rescaling) (None, 224, 224, 3) 0 
Resnet50 (Functional) (None, 7, 7, 2048) 23,587,712 
Flatten (None, 100352) 0 
Number of parameters: 23,587,712 
Training parameters: 23,534,592 
Non-training parameters: 53,120 

 
ii. Scenario 2 (Resnet50V2) 

In scenario 2, the convolution base Resnet50V2 is used. The weights used are 
pretrained Imagenet weights. This model also uses a rescaling layer and a flatten layer 
as implemented in the model in scenario 1. The summary of the CNN model in scenario 
2 can be seen in Table 4. 

 
Table 4 
Resnet50V2 convolution basis model on scenario 2 
Layer (type) Output Number of parameters 
Rescaling (Rescaling) (None, 224, 224, 3) 0 
Resnet50 (Functional) (None, 7, 7, 2048) 23,564,800 
Flatten (None, 100352) 0 
Number of parameters: 23,564,800 
Training parameters: 23,519,360 
Non-training parameters: 45,440 

 
iii. Scenario 3 (Resnet50V2 with freeze) 

The Resnet50V2 pre-trained model is used in scenario 3. The pre-trained model is trained 
first on the training data before the convolution layer of the model is used as a feature 
extractor. The weights used are pre-trained Imagenet weights. The summary of 
Resnet50V2 pre-trained model in scenario 3 can be seen in Table 5. Convolution layers 1-
4 in the model are frozen, then the model is trained with 20 epochs on the cervical image 
dataset. After being retrained the model is used as a feature extractor using the 
convolution layer model section. 
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Table 5  
Resnet50V2 pre-trained model on scenario 3 

Layer (type) Output Number of parameters 
Rescaling (Rescaling) (None, 224, 224, 3) 0 
Resnet50V2 (Functional) (None, 7, 7, 2048) 23,564,800 
Flatten (None, 100352) 0 
Dropout (dropout)  (None, 100352) 0 
Fc_layer (dense) (None, 160) 16,056,480 
Classifier (dense) (None, 5) 805 
Number of parameters: 39,622,085 
Training parameters: 31,028,165 
Non-training parameters: 8,593,920 

 
iv. Scenario 4 (Resnet50V2 with pooling layer) 

The Renset50V2 pre-trained model is used in scenario 4. The model is also retrained on 
the cervical image dataset and the weight used is the pre-trained Imagenet weight. The 
summary of the Resnet50V2 pre-trained model in scenario 4 can be seen in Table 6. The 
difference between the pre-trained model used in scenario 3 is that there is a pooling 
layer that replaces the flatten layer. This scenario is performed because of the limitations 
of the development environment in this study. The flatten layer function is used to convert 
the feature dimensions into a one-dimensional array, meanwhile, the pooling layer is 
utilized to reduce the feature size and also convert the feature dimensions into a one-
dimensional array. In scenario 4 the pre-trained models were directly trained on training 
data of cervical images without going through the freezing process. After the convolution 
layer model is trained, the model is then used as a feature extractor. 

 
Table 6  
Resnet50V2 pre-trained model on scenario 4 

Layer (type) Output Number of parameters 
Rescaling (Rescaling) (None, 224, 224, 3) 0 
Resnet50V2 (Functional) (None, 7, 7, 2048) 23,564,800 
Pooling layer (None, 2048) 0 
Dropout (dropout)  (None, 2048) 0 
Fc_layer (dense) (None, 160) 327,840 
Classifier (dense) (None, 5) 805 
Number of parameters: 23,893,445 
Training parameters: 23,848,005 
Non-training parameters: 45,440 

 
3. Results and Discussion 

 
The basic architecture used to build the CNN model is pre-trained Resnet50 and pre-trained 

Resnet50V2. The classification performance of each model used in this work was compared using the 
mean accuracy, specificity, sensitivity, and F-measures. The confusion matrix is also calculated to 
describe the prediction results for each class, with the 5 existing classes divided into two major 
classes, namely the positive class and the negative class. Each positive or abnormal cell class is divided 
into Koilocytotic (KC) and Dyskeratotic (DC) classes. Classes of negative or normal cells and benign 
cells are divided into superficial-intermediate, parabasal, and metaplastic. Figure 2 shows our 
model’s performance evaluated on the test dataset for each model scenario. 
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Fig. 2. Confusion matrix of model scenarios: (A) Scenario 1-Resnet50, (B) Scenario 2- 
Resnet50V2, (C) Scenario 3-Resnet50V2 with freeze, and (D) Scenario 4- Resnet50V2 with 
pooling layer. DC: Dyskeratotic, KC: Koilocytotic, MC: Metaplastic, PB: Parabasal, and SI: 
Superficial-intermediate 

 
Sensitivity, specificity, and F-measures were calculated for each existing class of each model. The 

range of sensitivity, specificity, and F-measure values is 0 to 1. A sensitivity value close to 1 indicates 
a good model's ability to correctly detect positive labelled data. Then a specificity close to 1 indicates 
a good model's ability to correctly detect negative labelled data. The F-measure value measures the 
comparison of precision and recall on the model. The values of sensitivity, specificity, and F-measure 
can be seen in Table 7. 
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Table 7  
Sensitivity, specificity, and F-measure of models 
Model Class Sensitivity Specificity F-measure 

Scenario 1 + SVM 1 

DT 0.951 0.993 0.962 
KC 0.951 0.956 0.896 
MC 0.829 0.987 0.883 
PB 1.0 0.993 0.985 
SI 0.975 0.993 0.975 

Scenario 2 + SVM 2 

DT 0.951 1.0 0.975 
KC 0.975 0.963 0.919 
MC 0.902 0.993 0.936 
PB 1.0 1.0 1.0 
SI 1.0 1.0 1.0 

Scenario 3 + SVM 3 

DT 0.951 1.0 0.975 
KC 0.927 0.981 0.927 
MC 0.926 0.987 0.938 
PB 1.0 0.993 0.987 
SI 1.0 0.987 0.976 

Scenario 4 + SVM 4 

DT 1.0 0.993 0.987 
KC 1.0 0.981 0.964 
MC 0.853 1.0 0.921 
PB 1.0 0.993 0.985 
SI 1.0 0.993 0.987 

 
The model in scenario 1 produces a dominant prediction error in the actual class of Metaplastic 

(MC). There are 6 images that should be non-cancerous cells (MC) predicted as cancer class (False 
positive) namely 5 KC class and 1 DC class. One image of MC class is incorrectly classified to the normal 
cell Parabasal (PB). In Scenario 2, the resulting model makes prediction errors which are also 
dominant in the actual MC class. There are 4 images that should be MC class, predicted as cancer cell 
class (KC). For scenario 3 the false positive prediction error occurs when the prediction result is a 
class of cancer cells (KC) but the actual class is non-cancer (MC). While the false-negative prediction 
error occurs when the prediction result is a non-cancerous class (MC and PB) but the actual class is a 
cancer cell class (KC). In Scenario 4, the model has the same predictive pattern as scenarios 1 and 2, 
where the error is dominant when it predicts the actual non-cancer class (MC). There are five 
prediction errors resulting from scenario 4. A False Positive occurs when 1 image is classified as DC, 
and the other 2 images are classified as KC. While the other 2 images are predicted as non-cancerous 
classes Parabasal (PB) and Superficial/intermediate (SI). 

The model in scenarios 2, 3, and 4 with the Resnet50V2 architecture has a higher accuracy 
compared to the model in scenario 1 which uses the Resnet50 architecture. The models in scenarios 
2, 3, and 4 have an accuracy of 96.58%, 96.09%, and 97.09%, respectively. While the model with 
scenario 1 has the less accuracy, although it is not significantly different by 94.14%. 

The performance comparison based on sensitivity and specificity and f-measures in Table 7 shows 
that the models are good in detecting and predicting both the non-cancer cell and cancer cell class 
label, although there was some false positive prediction in the actual MC class. This shows that the 
model's ability to predict images into MC class correctly is not as good as the model predicts images 
with other labels. This can be caused by the image in the MC class, although it is called a normal cell, 
it is also a transitional cell between normal cells and abnormal cells, so the characteristics and 
differences are not very clear. 

A comparison of scenario 1 with scenarios 2, 3, and 4 shows that the model using the convolution 
basis of the pre-trained Resnet50V2 model is better than the pre-trained Resnet50 model. Scenarios 
3 and 4 also show that the model has a better generalization ability than the model in scenarios 1 
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and 2. This can be concluded based on the average value of test accuracy during the tuning parameter 
of the models in scenarios 3 and 4 which is higher than those in scenarios 1 and 2. The use of SVM as 
a classifier that replaces the fully connected layer which originally served as a classifier on CNN can 
also work properly. Although there is a decrease in accuracy, the execution time of models using SVM 
is much faster. This study concludes that the model in scenario 4, namely the CNN model with the 
convolution basis of pre trained Resnet50V2 combined with SVM is the model with the best 
performance in classifying cervical cells in pap smear images with an accuracy of 97.09%. 

 
4. Conclusions 

 
This study implemented four scenarios of CNN model to extract features from pap smear images. 

The results are used to develop a classification model for pap smear images using the SVM algorithm. 
CNN modelling is divided into 4 scenarios. In scenario 1, the convolution basis of the pretrained 
Resnet50 model is used directly as a feature extractor. In scenario 2, the convolution basis of the 
pretrained Resnet50V2 is utilized as feature extraction. In scenario 3, the pretrained Resnet50V2 
model goes through a retraining process before the convolution layer, then the model is used as a 
feature extractor. In scenario 3, a freezing process is also implemented on the convolution layer to 
reduce the time of the retraining process. In scenario 4, the model is the same as those in scenario 
3, the difference is that in scenario 4 there is no freeze process. Comparison of scenario 1 with 
scenarios 2, 3, and 4 shows that the model using the convolution basis of the pre-trained Resnet50V2 
model is better than the pre-trained Resnet50 model. The experimental results on scenario 3 and 
scenario 4 show that the frozen layer has reduced the time of model retraining compared to the 
unfreeze model. Scenarios 3 and 4 also show that the model has a better generalization ability than 
the model in scenarios 1 and 2. This can be concluded based on the average value of test accuracy 
during the tuning parameter of the models in scenarios 3 and 4 which is higher than those in scenarios 
1 and 2. The use of SVM as a classifier that replaces the fully connected layer which originally served 
as a classifier on CNN can also work properly. Although there is a decrease in accuracy, the execution 
time of models using SVM is much faster. This study concludes that the model in scenario 4, namely 
the CNN model with convolution basis of pre-trained Resnet50V2 combined with SVM is the model 
with the best performance in classifying cervical cells in pap smear images with an accuracy of 
97.09%. 
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