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The escalating ransomware threat has catalysed the formation of a sophisticated 
network of cybercriminal enterprises. Addressing this issue, our research provides a 
detailed exploration of the ransomware menace and an evaluation of contemporary 
detection methodologies. A successful ransomware attack leverages many factors: 
robust encryption methods that defy decryption, the anonymity of cyber currencies, 
and the widespread availability of ransomware kits that enable even inexperienced 
actors to launch attacks. Such dynamics have cultivated a niche for cybercriminal 
specialists in the digital underworld. In response to these challenges, our study 
proposes a detection framework based on machine learning, a domain where 
regression algorithms have gained popularity without yielding a definitive protective 
model. We employ API call analysis as the foundation to assess various machine 
learning classifiers' efficiency in identifying ransomware. The evaluation demonstrates 
that the Naive Bayes classifier underperforms due to suboptimal accuracy, making it 
unsuitable for this application. Conversely, Logistic Regression, with an AUC of 0.951, 
minimal training time, and substantial efficacy gains, emerges as a strong contender. 
The Decision Tree and Random Forest classifiers exhibit comparable proficiency; 
however, the Decision Tree's interpretability and Random Forest's computational 
swiftness present unique advantages. Superior still, SVM and Gradient Boosted Trees 
command the highest AUC and gains, albeit at the cost of increased training duration. 
Our findings affirm the pivotal role of API call analysis in ransomware detection and the 
potency of machine learning approaches in learning from extensive datasets to identify 
novel malware strains. Given the continual evolution of malware, detection 
methodologies must adapt correspondingly. This study's comparative analysis 
elucidates the trade-offs between accuracy, computational speed, and training time, 
guiding the selection of the optimal machine learning algorithm for robust ransomware 
detection. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords: 

Ransomware; Early detection; Pre-
encryption; Pre-encryption boundary; 
Crypto-ransomware; Cryptographic 
ransomware 

 
1. Introduction 
 

Ransomware attacks can have severe consequences, including data loss, monetary losses, 
operational disruptions, reputational harm, and even threats to human safety [1-3]. A ransomware 
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attack can result in the loss of personal data, such as photos, documents, and financial information, 
for individuals. A ransomware attack can disrupt business operations, result in financial losses, and 
harm an organization's reputation. In certain instances, a ransomware attack can pose a threat to 
vital infrastructure, such as hospitals or utilities. Ransomware attacks pose a threat to society 
because they can disrupt the operation of essential services, such as healthcare and transportation 
systems [4-6]. Moreover, ransomware attacks are frequently conducted by criminal organizations or 
state-sponsored actors, posing threats to national security [7-11]. The significant impact of 
ransomware attacks highlights the significance of early detection, prevention, and mitigation 
strategies for protection against these threats. In recent years, ransomware has become increasingly 
prevalent, targeting individuals, organizations, and even critical infrastructure. This essay will provide 
a comprehensive explanation of ransomware, its operation, and its effects on victims. We will also 
discuss strategies for preventing ransomware attacks and mitigating their damage. 

Ransomware is a type of malicious software that encrypts a victim's files or prevents access to 
their computer system, rendering it inoperable [12-14]. The attacker then demands a ransom 
payment, typically in the form of a cryptocurrency such as Bitcoin, in exchange for the decryption 
key. A system can be infected with ransomware through various channels, including email 
attachments, malicious websites, and software vulnerabilities. Once ransomware infects a victim's 
computer, the malware begins encrypting files and displaying a message, typically demanding 
payment within a specified time frame. The ransom amount can range from a few hundred to millions 
of dollars, depending on the perceived value of the victim and the attacker's methods. Attacks by 
ransomware can have devastating effects on individuals and organizations. A ransomware attack can 
result in the loss of personal data, such as photos, documents, and financial information, for 
individuals. A ransomware attack can disrupt business operations, result in financial losses, and harm 
an organization's reputation. In certain instances, a ransomware attack can pose a threat to vital 
infrastructure, such as hospitals or utilities. 

A ransomware attack can have far-reaching and long-lasting consequences. There is no assurance 
that the attacker will provide the decryption key or restore the victim's data, even if the victim pays 
the ransom. In addition, paying the ransom encourages additional attacks and supports criminal 
activity. A multilayered approach to cybersecurity is essential for preventing and mitigating the 
damage caused by ransomware attacks [15-17]. This strategy includes: 

 
i. Implementing robust cybersecurity policies: Organizations should have in place a 

comprehensive cybersecurity policy that includes routine backups of critical data, 
software updates, and employee training on best practices for email and web browsing. 

ii. Antivirus and anti-malware software can detect and prevent ransomware attacks before 
they infect a computer system. 

iii. Utilizing firewalls and intrusion prevention systems: Firewalls and intrusion prevention 
systems can detect and prevent malicious activity by blocking unauthorized network 
access. 

iv. Regular backups of critical data can ensure that a victim can restore their data even if it is 
encrypted by ransomware. 

v. Developing a response plan for ransomware attacks: Organizations should have a clear 
response plan that includes isolating infected systems, notifying customers and 
stakeholders of the attack, and contacting law enforcement. 

 
In addition to these preventive measures, organizations should be aware of the most recent 

ransomware techniques and be prepared to adapt their cybersecurity strategies accordingly. Some 
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ransomware attackers, for instance, are now employing machine learning and artificial intelligence 
to evade detection by conventional antivirus and anti-malware software. Ransomware poses an 
increasing threat to individuals, businesses, and society. The severity and duration of a ransomware 
attack highlights the importance of early detection, prevention, and mitigation strategies [17-19]. By 
adopting a multilayered approach to cybersecurity and keeping abreast of the most recent 
ransomware techniques, organizations can better defend themselves against this evolving threat. 

 
2. Chronology of a Ransomware Attack  

 
Below are the sequences involving in a ransomware attack [20-23]: 
 

i. Initial compromise:  
• Phishing email: The perpetrator sends a phishing email containing a malicious 

attachment or link to the target organization.  
• Exploitation of vulnerabilities: The perpetrator gains access to the target system by 

exploiting unpatched software or network vulnerabilities. 
ii. Privilege escalation: The perpetrator exploits vulnerabilities or uses stolen credentials to 

obtain elevated privileges on the compromised system. 
iii. Reconnaissance: The perpetrator collects data about the target network to identify 

valuable data and systems. 
iv. Infection spread: The perpetrator traverses the network laterally, infecting other systems 

and devices. 
v. Downloading and execution: The adversary downloads and executes the ransomware 

payload on compromised systems. 
vi. Encryption: The ransomware employs strong encryption algorithms to encrypt the victim's 

data. 
vii. Ransom notes: The perpetrator leaves a ransom note with payment instructions and a 

deadline on infected systems. 
viii. Communication with the assailant: The victim contacts the assailant to negotiate the 

ransom payment or request additional information. 
ix. Payment: The victim pays the ransom, typically in cryptocurrencies such as Bitcoin, to 

receive the decryption key. The perpetrator provides the decryption key, and the victim 
attempts to decrypt and recover their data. 

 
3. Related Works on Early Detection 

 
EldeRan is a proposed framework for identifying significant ransomware dynamic features and 

using them to detect ransomware. The Mutual Information criterion was employed to select the most 
relevant dynamic features from a large set. By utilizing a small set of features without compromising 
the performance of the machine learning classifier, EldeRan is well-suited for detecting new 
ransomware families. In terms of accuracy, Regularized Logistic Regression was compared to other 
machine learning classifiers, such as Support Vector Machine (SVM) and Naive Bayes. The results 
showed that Logistic Regression outperformed Naive Bayes and was competitive with SVM. 
Furthermore, Logistic Regression was found to be easier to train and adapt compared to SVM. The 
regularization technique applied to Logistic Regression helped the classifier generalize better to 
unseen samples by preventing overfitting. 
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This research proposes an interesting and multi-layered approach to detecting ransomware 

attacks, focusing specifically on crypto-ransomware, which locks files using encryption. The use of 
the Pre-Encryption Detection Algorithm (PEDA) aims to catch ransomware activity at its most early, 
pre-encryption stage, which is crucial to prevent irreversible damage to files. The two-stage approach 
to detection adds depth and robustness to the process [24,25]. 

The first level involves signature comparison using the SHA-256 Secure Hashing Algorithm. This 
technique, also known as signature-based detection, is a widely used method for identifying known 
threats in cybersecurity. Its speed and accuracy make it a reliable first line of defence, but it has a key 
limitation: it struggles to detect new, unknown threats (zero-days). The second level of detection 
involves a Learning Algorithm (LA) based on pre-encryption application program interface (API) calls. 
Machine learning algorithms have proven highly effective at detecting ransomware based on API calls 
because they can learn from the behaviours of known ransomware and apply this learning to identify 
suspicious activity, even from previously unseen ransomware variants. The high recall rates achieved 
by this approach are impressive. Recall is a key performance metric in this context because it 
measures the proportion of actual positive cases (in this case, ransomware attacks) that were 
correctly identified. A high recall rate means that very few actual ransomware attacks went 
undetected. The research has identified specific API calls that differentiate between ransomware 
(malicious software) and goodware (benign software). The fact that they have found API calls that 
are common in ransomware and less common in goodware, and vice versa, is particularly valuable. 
This type of information can be used to train more effective machine learning models and to create 
more robust signature-based detection methods. This approach presents a multi-layered detection 
system that can potentially be very effective at detecting crypto-ransomware at its earliest stages. 
The integration of both signature-based detection and machine learning enhances the strength of 
the detection system and makes it more adaptable to evolving threats. However, the effectiveness 
of this method in a real-world scenario would need to be tested and validated. 
 
 
 

Crypto-
Ransomware 

Early Detection

Pre-Encryption

Elderan

CRED

PEDA

Initial-
Encryption

RWGuard

Rlocker

Cryptodrop



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 47, Issue 2 (2025) 121-137 

125 
 

4. Pre-Encryption Boundary 
 
In ransomware, the "pre-encryption boundary" is the point in an attack right before the bad 

software starts to encrypt the victim's files [26]. Ransomware attacks usually happen in stages, 
starting with infiltration, moving laterally, establishing persistence, and ending with data encryption 
(and possibly data theft). The pre-encryption boundary would be when all the prep work is done, and 
the ransomware is about to start encrypting the files. Finding the pre-encryption boundary is so 
important because if you step in at this point, you can stop a ransomware attack from having 
disastrous effects. If you can find ransomware before it encrypts your data and stop it, you might be 
able to save valuable data and avoid a lot of money loss and trouble. From a technical point of view, 
finding the pre-encryption boundary might involve looking for certain indicators of compromise 
(IOCs). This could include strange network traffic, the presence of known ransomware-related files 
or processes, unauthorized attempts to get higher privileges, or sudden, unexplained changes in file 
permissions. Finding ransomware before it starts encrypting data is hard, but there are a few ways 
to do it: 

 
i. Anomaly Detection: Advanced cybersecurity systems often use machine learning 

algorithms to learn normal system behaviour and identify any unusual activity. If a piece 
of software starts trying to access and modify many files in a short time, this could be 
flagged as potential ransomware. 

ii. Signature-Based Detection: This approach involves maintaining an up-to-date database of 
known ransomware signatures—specific characteristics of the ransomware code—and 
scanning for these regularly. 

iii. Behaviour-Based Detection: Unlike signature-based detection, which relies on prior 
knowledge of specific ransomware families, behaviour-based detection focuses on 
identifying actions that are typical of ransomware. For instance, an attempt to contact a 
known ransomware command-and-control server would be flagged. 

iv. Sandboxing: This is a method where suspicious programs are executed in a safe, isolated 
environment (a "sandbox") to observe their behaviour. If they behave like ransomware, 
they can be neutralized before reaching the encryption stage. 

v. Threat Hunting: A proactive approach where cybersecurity professionals actively look for 
indicators of compromise (IOCs) or other signs of intrusion in their systems. 

 
5. Methodology  

 
This section discusses the research methodology for the early detection framework for crypto 

ransomware. The detection framework includes data acquisition, data preparation, feature selection, 
and classification modules. Multiple experiments were conducted on the three modules comprising 
this framework to quickly determine the most effective technique for detecting ransomware attacks 
in advance. The evaluations of performance utilized in this study are true positive (TP) and accuracy 
(A). A methodology is a strategy or action plan that produces results. In this chapter, each of the 
methodology's procedures for implementing the detection framework are detailed. In this research 
methodology model, there are four phases. Figure 1 depicts the phases as Data Collection, 
Framework Development, Experimentation, and Evaluation. 
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Fig. 1. Research design 

 
5.1 Phase #1: Ransomware Data Collection 

 

 
Fig. 2. The datasets involved in this study 

 
5.2 Phase #2: Framework Development 

 
The proposed framework contains two important modules: 
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i. The RENTAKA-algorithm – this algorithm is developed using PHP. It identifies the 
ransomware’s pre-encryption boundary and group the features into multiple ransomware 
subphases such as pre-encryption, during encryption and post-encryption. 

ii. Pre-encryption features extraction – once the boundary has been identified and flagged 
by the algorithm, pre-encryption features are identified, extracted, and stored in a comma 
separated value (CSV) file. 
 

  
Fig. 3. The proposed framework 
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Fig. 4. Flow of the proposed algorithm 
 

6. Machine Learning 
 
Machine learning is a subfield of artificial intelligence (AI) concerned with the development of 

algorithms and models that enable computers to learn from data and make predictions or decisions 
based on that data [27-31]. It is a data analysis technique that automates the construction of 
analytical models, enabling computers to adapt to new data and enhance their performance over 
time without being explicitly programmed. There are a number of different machines learning 
methodologies, including: 

 
i. Supervised learning [28,32]: In this method, the algorithm is trained on a labelled dataset 

in which input and output data are paired. This data is used to train the model, which is 
then used to make predictions on new, unobserved data. 

ii. Unsupervised learning [33]: The algorithm is given an unlabelled dataset and must 
independently identify patterns and relationships within the data. Clustering, in which the 
model clusters similar data points, and dimensionality reduction, which reduces the 
number of variables in a dataset, are common techniques. 

iii. In reinforcement learning, the model learns by interacting with its environment and 
receiving rewards or punishments as feedback [34]. The objective is to determine the 
optimal course of action in each circumstance to maximize the cumulative recompense.  

 
Natural language processing, computer vision, speech recognition, recommendation systems, 

medical diagnosis, malware detection, fraud detection, and self-driving vehicles are just a few of the 
many domains in which machine learning has applications [35]. In the field of cybersecurity, machine 
learning is becoming increasingly essential. It assists organizations in detecting and responding to 
hazards more efficiently and effectively. Examples of machine learning applications in cybersecurity 
include: 

 
i. Malware detection: Machine learning algorithms can be taught to analyse and classify files 

as malicious or benign based on their characteristics, including file size, API calls, and 
behavioural patterns [31,36,37]. This enables the detection of malware, including 
previously unknown or zero-day threats, to occur more quickly and precisely. 
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ii. Anomaly detection: Machine learning can be utilized to establish a baseline of normal 
system or network behaviour. By perpetually monitoring and analysing data, the 
algorithms can detect deviations from this baseline and flag potential security incidents 
such as unauthorized access, data breaches, and distributed denial-of-service (DDoS) 
attacks. 

iii. Machine learning models can be trained to identify fraudulent emails by analysing sender 
information, email content, and URLs, among other features [29,38]. This protects users 
from phishing attacks, which are frequently designed to take sensitive information such 
as login credentials or personal data. 

iv. Spam filtering: By analysing the content and patterns of emails, machine learning can be 
used to improve spam filtering algorithms, enabling for the identification, and filtering of 
spam messages more effectively. 

v. Network traffic analysis can be applied with machine learning to detect intrusions or 
unauthorized activities [39-42]. By analysing network traffic patterns, the algorithms can 
detect anomalous activity, such as data exfiltration or unauthorized access attempts, and 
notify security teams. 

vi. By analysing historical data on security incidents, vulnerabilities, and threat intelligence, 
machine learning can assist businesses in assessing the risk associated with their assets 
and operations. This allows organizations to effectively prioritize their security efforts and 
allocate resources. 

 
Machine learning improves cybersecurity by automating the detection, response, and prevention 

of threats. It enables organizations to identify and respond to potential security incidents with 
greater speed and efficiency, thereby reducing the risk of intrusions and the associated costs. 
 
7. API Calls as Features 

 
API calls can be extracted from malware in a scalable and automated manner, making them 

simple to process and analyse in large datasets. This is crucial because ransomware attacks are 
becoming more prevalent and sophisticated, and machine learning-based approaches must be able 
to process large amounts of data rapidly in order to detect and respond to attacks in real-time. Using 
API calls as features in machine learning-based ransomware detection offers several advantages over 
code-based features, including capturing the malware's behaviour, being more resistant to 
obfuscation techniques, and being consistent across different ransomware versions. This approach is 
easily scalable and can aid organisations in detecting and responding swiftly to ransomware attacks, 
thereby minimising their impact on operations and finances. Using API queries as features in machine 
learning-based ransomware detection has several advantages [43-49]. 

API calls are a potent feature for detecting ransomware because they capture the behaviour of 
the malware as it runs, providing a wealth of information for differentiating ransomware from benign 
samples. This is significant because ransomware is designed to modify the system's behaviour to 
accomplish its objectives, such as encrypting files or demanding payment. By using API calls as 
features, we can identify ransomware-induced changes in behaviour and distinguish them from 
innocuous behaviour.  

By this approach it is more resistant to obfuscation techniques.[7,50-52] Ransomware authors 
frequently use obfuscation techniques, such as packing, encryption, and polymorphism, to conceal 
their malicious code from detection. However, these techniques cannot conceal the malware's 
behaviour while it is running, making API calls a more reliable method for detecting ransomware. By 
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analysing the API calls made by malware, regardless of the obfuscation techniques employed, we can 
determine its underlying behaviour. Consistent across ransomware variants: ransomware typically 
arrives in multiple versions, each with its own code. API calls are more effective than code-based 
features for detecting ransomware due to the consistency of the malware's behaviour between 
various versions. By focusing on the malware's behaviour rather than its code, we can detect novel 
ransomware variants that may not be included in signature-based antivirus software. 
 
8. Related Works 

 
This paper provides an overview of various static analysis techniques that can be used to detect 

and analyse ransomware[31,53,54]. One of the techniques that the authors discuss is analysing the 
API calls made by ransomware. By analysing the API calls, it is possible to identify suspicious 
behaviour, such as accessing sensitive system resources or communicating with a remote server. The 
authors note that while API call analysis can be effective, it may not always be sufficient on its own 
to detect ransomware, as some malware may use legitimate APIs in their malicious activities. Overall, 
this paper highlights the importance of API call analysis as a component of a comprehensive 
ransomware detection and analysis approach. 

The papers propose a ransomware detection technique based on analysing the API calls made by 
an application. The authors use machine learning algorithms to classify API calls as either malicious 
or benign, based on a dataset of known ransomware samples. The proposed technique achieves high 
accuracy and can detect new ransomware variants that were not present in the training dataset. 
However, the authors note that the technique may not be effective against ransomware that uses 
advanced evasion techniques, such as code obfuscation or polymorphism. Presents a machine 
learning-based approach to classify malicious API calls used by ransomware. The authors extract a 
set of features from the API calls, such as the frequency and duration of calls, and use them to train 
several machine learning classifiers. The proposed approach achieves high accuracy and outperforms 
other state-of-the-art techniques. The authors note that the proposed technique can be extended to 
detect other types of malwares beyond ransomware. 

This paper [44]proposed a behaviour-based malware detection approach that analyses the API 
calls made by an application. The authors extract a set of features from the API calls, such as the 
sequence of calls and the parameters passed to them, and use them to train several machine learning 
classifiers. The proposed approach achieves high accuracy and can detect previously unknown 
malware samples. The authors note that the proposed technique can be used in conjunction with 
other detection techniques, such as signature-based detection, to improve detection rates. 
 
9. Results 

 
The accuracy of a model is the proportion of correct predictions relative to the total number of 

predictions. In ransomware detection, accuracy measures how accurately the EldeRan framework 
identifies ransomware samples as ransomware and non-ransomware samples as non-ransomware. 
True Positive Rate (TPR), also known as sensitivity or recall, is the proportion of ransomware 
samples the algorithm correctly classifies as ransomware. A high TPR indicates that the EldeRan 
framework can detect ransomware samples without incorrectly classifying them as non-
ransomware. 
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Fig. 5. Result for accuracy of each classifier 

 

 
Fig. 6. Results from Rapidminer 

 
i. Naive Bayes (48.00%): Naive Bayes has the lowest accuracy among the classifiers 

mentioned. Its performance might be affected by the independence assumption, where 
it assumes that the features are independent of each other. This assumption might not 
hold true for the dataset being used, leading to a lower accuracy. 

ii. Logistic Regression (92.21%): This linear model performs significantly better than Naive 
Bayes. It tries to model the probability of an instance belonging to a particular class using 
a logistic function. With 92.21% accuracy, it is a decent classifier for many applications. 

iii. Decision Tree (90.37%): Decision Trees work by recursively splitting the data based on the 
feature that provides the highest information gain. The accuracy is slightly lower than 
Logistic Regression but still considered a good classifier for many use cases. 

iv. Random Forest (91.28%): This ensemble method uses multiple Decision Trees to make 
predictions. It is generally more accurate and robust than a single Decision Tree. In this 
case, its accuracy is higher than the Decision Tree but lower than Logistic Regression. 

v. Gradient Boosted Trees (94.73%): This is another ensemble method that combines weak 
learners (Decision Trees) to form a strong learner. It works by iteratively adding trees to 
the model while correcting the errors made by previous trees. In this comparison, 
Gradient Boosted Trees have the highest accuracy along with the Support Vector 
Machine. 

vi. Support Vector Machine (94.73%): SVM is a powerful and flexible classifier that tries to 
find the best decision boundary between classes by maximizing the margin. It performs 
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well in high-dimensional spaces and has the same highest accuracy as Gradient Boosted 
Trees in this comparison. 

 
Table 1 
Experimental results from all classifiers 

Model AUC Gains Total Time Training Time  
(1,000 Rows) 

Naive Bayes 0.614 -118.0 49269.0 113.5 
Logistic Regression 0.951 264.0 48624.0 326.8 
Decision Tree 0.931 248.0 49017.0 133.2 
Random Forest 0.978 256.0 134933.0 402.2 
Gradient Boosted Trees 0.984 288.0 104700.0 1436.4 
Support Vector Machine 0.983 288.0 288208.0 647.0 

 
The Area Under the Curve (AUC) is a performance metric used to evaluate the performance of a 

classification model. Specifically, AUC refers to the area under the Receiver Operating Characteristic 
(ROC) curve, which is a plot of the True Positive Rate (TPR) against the False Positive Rate (FPR) at 
various classification thresholds. The AUC value ranges from 0 to 1, with a value of 0.5 indicating that 
the model's performance is no better than random chance, and a value of 1 indicating that the model 
perfectly classifies all samples. Classification error in machine learning is the difference between the 
predicted class labels (output) and the actual class labels (ground truth) for a given dataset. In other 
words, it quantifies the number of inaccurate predictions generated by a classification algorithm. 
Classification error is essential because it aids in evaluating a machine learning model's performance. 
A model with a high classification error may not be accurate or trustworthy, whereas a model with a 
low classification error is more likely to be accurate and useful for the given task. Table 2 below shows 
the classification errors for all classifiers: 
 

Table 2 
Classification error and training time for all classifiers 

Model Classification Error Gains Total Time Training Time  
(1,000 Rows) 

Naïve Bayes 0.5184 -118.0 49269.0 113.5 
Logistic Regression 0.0779 264.0 48624.0 326.8 
Decision Tree 0.0963 248.0 49017.0 133.2 
Random Forest 0.0872 256.0 134933.0 402.2 
Gradient Boosted Trees 0.0527 288.0 104700.0 1436.4 
Support Vector Machine 0.0527 288.0 288208.0 647.0 
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Fig. 7. ROC comparison for each classifier 

 
Naïve bayes classifier has the lowest AUC (0.614) and the maximum standard deviation (0.1), 

indicating relatively poor performance and greater variation in the results. In addition, it has negative 
gains (-118.0), indicating that it does not add substantial value. Despite its short training period, Naïve 
Bayes does not appear to be an appropriate candidate for this specific task. With an AUC of 0.951, 
this classifier demonstrates excellent performance using logistic regression. In addition, it has a low 
training duration for 1,000 rows and respectable gains (264.0). Given its performance and 
computational efficiency, Logistic Regression seems to be a suitable candidate for this endeavour. 
This classifier's AUC is 0.931, which is lower than that of Logistic Regression. Despite this, it has a brief 
training period and reasonable gains (248.0). It could be a suitable option if interpretability and 
training speed are more crucial than AUC maximisation. With an AUC of 0.978, Random Forest 
demonstrates strong performance. However, it requires more training time and yields marginally 
fewer gains (256,0) than Logistic Regression. If the improved precision outweighs the reduction in 
computational efficiency, it may be a suitable option.  

Gradient Boosted Trees classifier has the highest AUC (0.984) and gains (288.0), indicating 
outstanding performance, alongside SVM. However, its training time for 1,000 rows is the longest, 
making it computationally costly. GBT may be the finest option if precision is prioritised over training 
duration. SVM has a slightly lower AUC (0.983) than GBT, but its efficacy is still impressive. It shares 
the highest gains (288.0) with GBT, despite its significantly longer total duration. The training time 
for SVM for 1,000 rows is shorter than that of GBT but longer than that of other classifiers. If high 
gains and a strong AUC are prioritised and a longer total duration is acceptable, it may be a suitable 
option.  

Gradient Boosted Trees and Support Vector Machines have the highest AUC and gains among 
classifiers, signifying superior performance. However, they require lengthier training periods, which 
may be a concern for some applications. Logistic Regression and Random Forest offer competitive 
performance and superior computational efficiency, making them viable alternatives when training 
time and total time are crucial. 
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10. Conclusion 
 
Naïve Bayes classifier shows relatively poor performance with the lowest AUC (0.614), maximum 

standard deviation (0.1), and negative gains (-118.0), making it unsuitable for the task. Logistic 
Regression, on the other hand, performs well with an AUC of 0.951, low training time for 1,000 rows, 
and notable gains (264.0), making it a suitable candidate for this project. Decision Tree classifier has 
a slightly lower AUC (0.931) compared to Logistic Regression, but with a short training time and 
reasonable gains (248.0), it could be a suitable choice if interpretability and training speed are 
prioritized over AUC maximization. Random Forest has a high AUC (0.978) and decent gains (256.0), 
but it requires more training time. It may be a suitable option if improved accuracy is more important 
than computational efficiency. Gradient Boosted Trees (GBT) classifier boasts the highest AUC (0.984) 
and gains (288.0), indicating excellent performance, similar to SVM. However, GBT has the longest 
training time for 1,000 rows, making it computationally expensive. It may be the best choice if 
accuracy is prioritized over training time. SVM has a marginally lower AUC (0.983) but shares the 
highest gains (288.0) with GBT. Its training time for 1,000 rows is shorter than GBT but longer than 
other classifiers. It may be suitable if high gains, strong AUC, and longer total duration are acceptable. 

Gradient Boosted Trees and Support Vector Machines offer the highest AUC and gains, signifying 
superior performance, but require longer training times, which may be a concern for some 
applications. Logistic Regression and Random Forest provide competitive performance with better 
computational efficiency, making them viable alternatives when training time and total time are 
crucial factors. 

This research demonstrates the significance of API call analysis for ransomware detection and 
analysis. By analysing an application's API interactions, it is possible to detect and potentially prevent 
ransomware attacks. Particularly effective are machine learning-based approaches, which can learn 
from large datasets of known malware samples and identify previously unseen variants. It is essential 
to note, however, that malware authors are constantly adapting their techniques, and detection 
methods must also adapt to maintain pace with new threats. 
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