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Twitter has become a popular platform for the citizens of Malaysia. Twitter’s ease of 
expressing opinions could be used to evaluate and review Malaysian Online Food 
Delivery (OFD) providers. Due to competition from other OFDs in Malaysia, companies 
need to know customer feedback. OFD reviews are unstructured and massive, making 
comparisons difficult. Next, some websites evaluate OFD yet only consider pricing, 
delivery time, and customer experience. Customers cannot visualize the comparison 
based on users’ preferences, bilingual reviews, and it is less time-consuming to visualize 
OFD using the website. Thus, this study aims to design a web application system that 
uses Naïve Bayes to categorize Twitter sentiment analysis (SA) on Malaysia’s best OFD. 
It is based on customer satisfaction, visualizing the results, developing the system, and 
evaluating its accuracy, functioning and usability. Users can read about specific OFD by 
viewing Twitter SA visualization or comparing them directly. Five aspect-based SA types 
were presented: affordable price, promotion and discount, review rating, delivery time 
and condition of food delivered. Functionality testing demonstrated the 
accomplishment of all objectives. The training and testing data could predict OFD’s 
Twitter sentiment with 71.67% and 76.29% accuracy for English and Bahasa Melayu, 
respectively. The system’s usability produced a 94.64% average score using System 
Usability Scale and was considered “excellent”. Thus, it can be concluded that this study 
can solve the mentioned issues of OFD and ease the aspect-based comparison. 
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1. Introduction 
 

Online food delivery (OFD) services offer the opportunity to order and have food made away from 
home delivered to the customer’s door [1]. Customer service includes everything a firm does to 
ensure the satisfaction of its customers. They help to increase profits from sold products [2]. 
Customer satisfaction is a metric that assesses customers’ satisfaction with the services they receive 
[3]. As a result, customer satisfaction and loyalty are the most important aspects in determining the 
market’s success. A successful firm is built on customer happiness. Satisfying customers gives the 
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company a competitive advantage over competitors and helps the company make money [2]. 
Companies that seek to increase market share must supply customers with valuable and distinctive 
terms to defeat the competition. Customer satisfaction was found to be positively connected with 
financial performance [4]. 

Advanced information technology has revolutionized communication by allowing users to quickly 
obtain information and share their opinions on products and services on a big scale in real-time. Users 
can now express themselves through social media and review websites [3]. The effect of online 
reviews is highly dependent on their qualities. Negative reviews are more persuasive than good ones. 
Twitter is a popular method for Malaysians to voice their thoughts and views about online meal 
delivery. Twitter’s ease of use in delivering opinions could be a chance to be used as an assessment 
and review tool for OFD services in Malaysia. Due to competition from other OFD services in Malaysia, 
they need to know what their customers think about their service. Based on this, companies may 
enhance their products, services, and marketing strategies, detect new trends, and measure the 
effectiveness of their advertising strategies [3].  

In Malaysia, the OFD business is progressively growing in popularity. Before the COVID-19 
outbreak, technological businesses such as GrabFood, Foodpanda and ShopeeFood helped to make 
OFD in Malaysia a growing trend in metropolitan areas [5]. The trend has increased using online food 
ordering apps, particularly considering the new COVID-19 pandemic standard of procedure. Food 
delivery services have proven to be a blessing to those who cannot travel or leave hectic schedules 
but would want food delivered in front of the door [6]. 

A website like Vulcanpost.com compared OFD services between ShopeeFood, GrabFood, 
Foodpanda, and AirasiaFood. Although it can visualize the comparison, only three comparisons are 
available. It uses characteristics such as price, time taken to arrive, and user experience. The user 
cannot visualize the comparison directly. OFDs such as Foodpanda, Bungkusit and GrabFood compete 
against each other in terms of features and services. They also have to compete against each other 
in terms of price, quality, and customer service [7]. Integrating online-to-offline (O2O) platforms 
introduces third-party factors that restaurants cannot control. A courier’s attitude might influence 
customer perception and behavior. Most customers are drawn to O2O platforms because of their 
inexpensive pricing and ability to compare costs [8]. Han and Anderson [4] claimed that a customer 
satisfaction survey is a set of questions designed to help businesses learn how satisfied customers 
feel with various aspects of the company, including the quality of the products and services offered, 
the reputation of the brand, and the responsiveness of the customer service staff.  

Many sectors actively engage with online reviews since they significantly influence customer 
decision-making. However, one disadvantage of online reviews is that they are usually available in 
English. Not all reviews in other languages are analyzed, which could lead to inaccurate results. When 
research teams perform systematic reviews, studies published in languages other than English are 
usually neglected [9-10]. Other than that, online reviews are naturally multilingual and multicultural. 
Hence, an analysis based on a single language risks not capturing the whole findings. In addition, 
significant obstacles may limit the full utilization of these data [11].  

An eight-question survey was conducted using Google Form from 17th April 2022 until 24th April 
2022. The survey was distributed to 113 respondents among friends and family members through 
WhatsApp and Twitter. It was designed to gather feedback from current and potential users of OFD 
services in Malaysia. Based on the survey of 113 respondents currently using OFD services, 91.2% 
agreed that it is time-consuming to manually compare Malaysia’s OFD services. Other than that, 
59.3% agreed that affordable price is the main aspect that users want to know regarding OFD 
services. 
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As a result, this research presents the development of a web-based application system to 
measure the effectiveness of Malaysian OFD using sentiment analysis (SA) from Twitter. The 
collected tweets discuss how the general public views Malaysian OFD based on five aspect-based 
sentiment analysis (ABSA): affordable price, promotion and discount, review rating, delivery time and 
condition of food delivered. In Malaysia, three OFD services are included in the study’s scope.  

We used Naive Bayes (NB), a simple learning technique based on Bayes’ rule and the fundamental 
presumption that a class’s characteristics are conditionally independent. For machine learning (ML) 
and data mining, NB is one of the best and most effective inductive learning algorithms [12]. The NB 
classifier assessed the model using an algorithm to categorize the dataset [13]. The model uses the 
labeled data from the training set on the dataset for classification. The benefit of NB is that it can 
estimate the classification-related parameters with minimal training data. The effectiveness of NB 
has been demonstrated across many domains [14]. 

For obtaining meaningful information, data visualization is an essential tool [15]. The author 
claimed that data visualization uses computer visuals to depict patterns, trends, and relationships 
between data pieces. As the data gathered from Twitter is more successful in displaying, this study 
used four different visualization techniques: a line chart, a bar chart, a pie chart, and word clouds. 
Large data sets make it simpler to spot trends, patterns, and outliers. The data is shown using Plotly 
after the model classifier makes sentiment predictions on the collected data and assesses its efficacy. 
A Python interactive graphics package called Plotly is free and open-source. 

The model was developed using datasets in English and Bahasa Malaysia to analyze sentiment in 
both languages. The results can be used to boost customer satisfaction and keep them around. As a 
result, customers will seek out potential new markets and properly handle customer difficulties. The 
structure of this document is as follows: The first section is an introduction. The second section 
explains the research methods. Section 3 focuses on the result and discussion. Finally, section 4 
concludes the analysis by quickly noting possible future improvements. 
 
2. Methodology  
2.1 System Design 

 
In order to support the methodology, explanations and justifications for the research design and 

data collection techniques are provided. System design includes requirements, architecture, product 
design, modules, interfaces, and data. It included the system’s flowchart, use case, and user interface. 
 
2.2 Back-end Development 

 
The general development of the web-based dashboard is shown in the research design in Figure 

1. The study’s methodology was separated into four parts for further explanation. Back-end 
development is the process of working on server-side software, which concentrates on website 
elements concealed from view throughout system development. The system’s back end, which uses 
the NB algorithm, is implemented in Python and handles everything from data preparation through 
model deployment. Data collection, pre-processing, NB classification model building, and model 
deployment are significant back-end tasks for training and testing data. 

 
2.2.1 Data Collection 

 
The dataset for the three OFD services, Foodpanda, GrabFood, and ShopeeFood, was obtained 

from Twitter using a Python Twitter scraping application called Snscrape. It was done in order to get 
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data from the actual world. The scope of the analyzed tweets is restricted to the general public’s 
perspective on various aspects of OFD. The time range covered by the gathered tweets is from 1st  
January 2022 to 31st December 2022. 

 

 
Fig. 1. Flow Diagram of Research Design 

 
Following the scraping of data, the data that has been collected is then manually analyzed in 

order to get rid of empty cells in the tweet column. There are 4,677 raw data collected in English and 
Malay, 1,922 data collected for Foodpanda, 1,640 for GrabFood, and 1,115 for ShopeeFood. The data 
extracted for each OFD takes about three minutes to complete. The raw data includes six variables: 
the date the tweet was created, the username, the name, the tweet, the language, and the URL link. 
After scraping, the data is saved in a file type known as comma-separated values (CSV). When reading 
the CSV file, the Pandas library is used. 

 
2.2.2 Data Pre-processing 

 
Before beginning the encoding process, the text is cleaned up by a process known as pre-

processing [16]. The data cleaning and preparation process during text pre-processing is called “pre-
processing” [10]. Removing and deleting any features that are irrelevant to the analysis of the data. 
There is no use in adding any value to the model because doing so will lower its quality. 

The work utilized two Python libraries called “NLTK” and “re” to perform text pre-processing. The 
completed dataset consists of only three columns: labeled data created, username, and tweet. Text 
cleaning is conducted on the dataset by changing all characters to lowercase. It is done to avoid any 
case-sensitive issues that may arise during pre-processing. After that, characters considered 
superfluous, such as emojis, punctuation marks, and excessive whitespace, were eliminated. The 
elimination process includes removing terms such as links, hashtags, and mentions. In addition, null 
values and duplicate tweets included in the dataset were deleted so that the dimensionality of the 
data could be decreased even further. 

However, this dataset is still considered to be high-dimensional. Stop words are removed from 
the data to reduce dimensionality [10, 17]. Words such as “the”, “and”, “of”, and “on” are examples 
of stop words in the English language. Words such as “ada”, “akan” and “bukan” are examples of stop 
words in the Indonesian language. The pre-built function of the NLTK library includes a list of stop 
words in English and Indonesian. After that, the data were tokenized to produce a bag-of-words 
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(BOW), which separates the words from the remaining text. Following the tokenization process, the 
raw text is transformed into collections of tokens, each of which is typically a word. In addition to 
that, the stem process, also known as lemmatizing, was put into action. This method of normalizing 
text eliminates away with suffixes and is called stemming. It cuts down on the total number of words, 
making the text even less three-dimensional. The completed dataset consists of seven columns, 
which are as follows: data created, username, tweets, clean tweets, tokens, words, and lemmatized. 
A CSV file, which functions as a database, is used to save the data before any data visualization is 
performed on them. After completing the pre-processing step, the complete dataset is now prepared 
to be classified using the ML algorithm. 

TextBlob is a simple API offered by a Python library [18]. It extracts subjectivity and polarity from 
Twitter texts accomplished through data pre-processing for improved data storage. It serves as the 
base of SA and is among its most crucial components. It establishes whether a particular tweet is 
supportive, critical, or neutral. The negative tweets count as -1, tweets that are positive count as +1, 
and tweets that are neutral count as 0. Subjective statements generally discuss a person’s perception, 
emotion, or assessment. In contrast, knowledge founded on facts is referred to in objective words. 
Another float that falls between [0,1] is subjectivity. Figure 2 demonstrates the snippet of code used 
to retrieve tweets’ SA, while Figure 3 displays the result retrieved after applying SA. 

 

 

 

 
Fig. 2. Snippet Code for Retrieve Subjectivity and 
Polarity 

 Fig. 3. Snippet Code for Categorize in Three Analysis 

 
Then, ABSA classification was categorized by looking at the relevance of tweets with particular 

keywords to the different factors. The keywords used to categorize the factors are displayed in a 
snippet code in Figure 4.  

 

 
Fig. 4. Snippet Code for Categorize in Five Factors 

 
2.2.3 Naïve Bayes Classification Model 

 
The dataset was classified using an algorithm tested using the NB classifier, which was used to 

evaluate the model [19]. The model uses the pre-labeled data found in the training set to the dataset 
before deciding its categorization [20]. The NB theorem is a method for computing an event’s 
probability using the probabilistic joint distribution of previous events. In this study, using a pre-
labeled training dataset helps the model learn the context for sentences that are either positive, 
neutral, or negative.  

When the first and second phases of BOW are combined, a statistical metric known as the Term 
Frequency - Inverse Document Frequency (TF-IDF) is used to evaluate how important a given word is 
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to the content of a given document [20]. The TF-IDF weight is utilized in both the process of 
information retrieval and text mining. The tool known as TF was utilized to determine the number of 
times a phrase appears in a given document. In contrast, IDF was utilized to ascertain the level of 
relevance [21]. 

The data is divided into training and testing in the proportion of 80:20, with training data 
representing 80 percent of the whole data set and testing data making up the remaining 20 percent. 
Regarding this undertaking, the test set ratio is 0.20. Because there is a possibility that there will not 
be enough data to train on, the test set should not be larger than the train set. The state of 
randomness determines the seed for the random number generator, which is number 45, 
representing this study’s random state. It is the highest accuracy score among all other numbers. 

After the splitting process, a prediction may be made on the response for the test dataset. The 
accuracy of the model’s prediction for the test dataset was given as a percentage of correct 
predictions out of the total number of predictions produced by the model. The expression “classifier 
= MultinomialNB()” is used as the training model for the NB classification. The model is constructed 
with the help of the code “classifier.fit(X_train, y_train)”, which is passed the X_train, which contains 
the feature vector, and the y_train, which contains the desired variable. The procedure is referred to 
as the training process. 

 
2.2.4 Model Deployment 

 
Model deployment refers to putting ML models into actual use in the real world. In many 

contexts, this phrase refers to making a model accessible via real-time application programming 
interfaces (APIs), which enables information to be retrieved in real-time. During the stage where the 
model is deployed, the predicted categorized tweets are generated with sentiment labels of “0”, “1”, 
and “2”, with the latter three having the corresponding meanings of negative, neutral, and positive 
sentiments. 

After applying the model classifier to predict the sentiment based on the acquired data and 
evaluating how well it worked, the data is shown using Plotly. An open-source interactive graphics 
package for Python can be found under the name Plotly. Importing the data into Pandas data frames 
in Python was the initial step of the procedure. After that, the code for the Jupyter Notebook is 
generated using the data from the Excel file. After that, charts were produced by utilizing the chart 
studio in the online version of Plotly, together with the data entered. Consequently, the result is then 
utilized in constructing an interactive visualization tool that presents the results of real-world data 
analysis. 

Word cloud data visualization was utilized to present the text data for OFD that the system will 
generate. The words shown in various colors and the size of each word emphasize how frequently 
that particular term appears in the text data. The terms employed for OFD firms will be immediately 
recognizable due to the placement of the words in a cloud.  

 
2.3 Testing Development 

 
After all previous phases are completed, the system is generally considered nearly finished and 

ready for testing. Running the test cases on the system is a step in the testing process. This step is to 
verify the overall system’s functionality and ensure it complies with the standards outlined in the 
previous stage [22]. Functional testing is a technique for determining whether or not a piece of 
software meets pre-defined requirements. The primary purpose of functional testing is to ensure 
that a system performs as expected. The user will know whether the system fulfills the need based 
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on the functionality testing results. A usability test is an essential step in designing a human-computer 
interface. It is the process of methodically gathering interface usability data and assessing and 
improving it. The primary goal of usability is to create products that are as simple to use as possible 
for people [23]. It is also important to determine if the user has discovered an additional method of 
accessing the system that is not caused by its poor design. 

 
2.4 Front-end Development 

 
Front-end web development, or client-side development, translates data to a graphical interface 

using the programming languages HTML, CSS, and JavaScript to create a website that enables users 
to view and interact with that data. Front-end developers accomplish this by utilizing a combination 
of design, technology, and programming to code the appearance of a website, in addition to taking 
care of any debugging that may be necessary. A Python online application environment has a set of 
data visualization tools, which may be used to create charts and graphs based on sentiment data. 
This study has eight interfaces. It includes a landing page, home page, dashboard page, individual 
OFD pages like Foodpanda, Grabood and ShopeeFood, a competitive analysis page, and a real-time 
Twitter updates page. 

 
3. Result And Discussion 
3.1 Accuracy Testing 
 

The accuracy of the NB classification model can be evaluated using simple Python code. Table 1 
summarizes the results of the accuracy testing performed on the English and Malay model of the 
training dataset. The overall score for English model accuracy is 71.67% when stated in percentage 
form. This score indicates that the sentiment result is 71.67% accurate, which indicates that the 
model correctly recognized seven out of ten correct answers as “positive”, “neutral”, or “negative”. 
In the confusion matrix, the class designated as “negative” is denoted by the number 0, the class 
designated as “neutral” by the number 1, and the class designated as “positive” by the number 2. 

The accuracy score for the Malay model in the confusion matrix is 76.29% in percentage form, 
which indicates that the sentiment result is 76.29% correct, with the algorithm correctly classifying 
seven correct outcomes as “positive”, “neutral”, or “negative” out of a total of ten attempts. It 
indicates that the sentiment result is 76.29% accurate. 

 
Table 1 
Summary of Result Accuracy Testing for English and Malay Model 
Model Accuracy Sentiment Precision Recall F1-Score 

English 71.67% 
0 (negative) 0.48 0.65 0.55 
1 (neutral) 0.86 0.72 0.79 
2 (positive) 0.66 0.74 0.70 

Malay 76.29% 
0 (negative) 0.18 0.41 0.25 
1 (neutral) 0.92 0.81 0.86 
2 (positive) 0.40 0.58 0.47 

 
3.2 Overview Dashboard Visualization 
 

The web-based “Dashboard” page included a total sentiment dataset and word clouds 
representing positive, negative, and neutral sentiments. It provided an overview of the services 
offered by OFD. Next, the total SA for each OFD, a bar chart of the total sentiment of each ABSA 
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based on OFD, a bar chart of the total sentiment of each OFD based on five ABSA: affordable price, 
promotion and discount, delivery time, review rating and condition of food delivered that user tweets 
on Twitter. For each ABSA, users can view the total of each sentiment. 

 
3.2.1 Overall Sentiment Analysis 
 

The system’s dashboard plots and displays the complete data analysis. They were visualized using 
data visualization techniques such as pie charts, bar charts, line charts and word cloud for better 
visions. Figure 5 shows the main dashboard that indicates the overall sentiments for 3 OFD’s dataset 
and each positive, negative, and neutral sentiment, as in Figure 5 (a) and a pie chart on the 
percentage of the sentiment, as in Figure 5 (b). Based on the total of 4,645 sentiments, it was 
distributed to 854 positive, 425 negative sentiments, and 3,366 neutral sentiments. The user may 
immediately compare positive, negative, and neutral sentiments using the pie chart’s total sentiment 
level and color differences. The dashboard on five specific ABSA classification sentiments is visualized 
in the bar graph in Figure 6. Users may also visualize the total mentions of each OFD based on factors. 

 

 

 

 

 
(a) (b) 

Fig. 5. Dashboard for (a) Overall Sentiments for 3 Online Food Delivery and (b) Pie Chart of the 
Sentiment’s Distribution 

 

 
Fig. 6. Dashboard for Specific Classification Sentiments on 5 ABSA 
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3.2.2 Visualization Sentiment Analysis 
 

Figure 7 shows three-word clouds for this study. Figure 7 (a) illustrates a word cloud 
representation of positive sentiment text data. The size of the term indicates the number of times it 
appears in the dataset. The larger the size, the greater the occurrence frequency in the dataset [10]. 
The word cloud contains words such as “great”, “enjoy”, “good” and “best” that are connected with 
a positive mention. A visualization of phrases that are connected with negative sentiment is shown 
in Figure 7 (b). Words and phrases such as “late”, “dirty”, “wrong”, “unpleasant” and “poor” are 
contained within the word cloud. The word cloud for the neutral emotion is displayed in Figure 7 (c). 
It shows the terms that are connected with the neutral mention, such as “order”, “makanan” and 
“promo”. 
 

   
(a) (b) (c) 

Fig. 7. Dashboard for (a) Positive Sentiments, (b) Negative Sentiments and (c) Neutral Sentiments 
 

3.3 Functionality Testing 
 

Testing is required to ensure that all of the elements of the system function as intended and that 
any unexpected behavior exhibited by the system is quickly identified and fixed. Functional testing 
aims to examine every aspect of a system to validate whether it satisfies the functional requirements. 
This test is carried out by constructing test cases based on the system requirements, which are then 
put through its tests. We succeeded in finishing the dashboard and passing the functionality test. 

 
3.4 Usability Testing 
 

Usability testing is the technique of evaluating the usability of a design with a group of 
representative users [10]. It often entails monitoring users while users attempt to perform activities 
and may be used for various design kinds. Usability testing can uncover design issues that would 
otherwise be overlooked. Observing the behavior of test users as they attempt to complete activities 
will provide crucial insights into the functionality of the design or product [24]. These insights can 
make modifications to the system. System usability is assessed using the System Usability Scale  
(SUS). SUS consists of 10 user-response questions. Figure 8 shows the ten SUS statements’ scores 
displayed in a bar graph, which depicts the scale of the SUS statements based on user rankings. The 
graph illustrates that most users selected “strongly agree” on a scale of 5 for the odd-numbered 
items, which are positive assertions. 

Conversely, the questions with even numbers had a majority of scale 1 responses, indicating that 
users “strongly disagree” with the negative allegations made in the questions. It indicates that the 
users have a good experience with the system and do not require any form of technical support in 
order to use all of the capabilities that it offers. The majority of the users express satisfaction with 
the system. 
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Fig. 8. Bar Chart of SUS Result 

 
The SUS scores’ histogram is depicted in Figure 9. The frequency of users who responded to the 

SUS is shown on the histogram’s y-axis. In addition, the percentage of the SUS score range is shown 
on the x-axis. According to the histogram, the graph demonstrates a normal distribution with a 90% 
to 100% range and a 2% interval. A total of 12 respondents fall within the peak range between 94% 
and 96%; 13 are below the median value, and 10 are above the median. The 35 responders to the 
SUS questionnaire had an average SUS score of 94.64%. Any SUS score above 68 would be considered 
above average, while any lower than 68 would be considered below average. The procedure known 
as “normalizing” is the most effective approach to evaluating a score because it allows conversion to 
a percentile rank. If the SUS score exceeds 84, the percentage range is 96-100, and the adjective is 
“best imaginable”. If the score is between 80 and 84, the percentage range is 90-95, and the adjective 
is “excellent”. If the score is between 70 and 79, the percentage range is 60-89, and the adjective is 
“good”. If the score is between 50 and 69, the percentage range is 15-59, and the adjective is “ok”. If 
the score is less than 50, the adjective is “poor” and “worst imaginable” [25]. As a result, this study 
falls within a range that is considered acceptable, and the adjective is “excellent” with the 
achievement of the aims. 

 

 
Fig. 9. Histogram of SUS Result 
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4. Conclusions 
 

In this study, a web application system is designed and developed to categorize Malaysia’s best 
OFD: Foodpanda, GrabFood and ShopeeFood based on Twitter SA. The visualization of SA was 
extracted from Twitter from 1st January 2022 to 31st December 2022. The NB classification model is 
embedded in the system application and helps the user determine the performance of OFD services 
and make future decisions. Five ABSA was selected as the main factor in classifying the best OFDs. It 
includes affordable price, promotion and discount, review rating, delivery time and condition of food 
delivered. Aside from that, the web application system includes numerous visualizations, making it 
easy for customers to understand the OFD services offered in Malaysia. Customers can save time and 
effort by using this visualization to compare each OFD, making it easier for the user to gain better 
and more precise insights. It is suggested that in the future, the reviews for Malay be read through 
one by one to ensure that no Indonesian words are added. Then, more information can be included 
by extending the time it takes to scrape data from Twitter. Since emojis show the user’s intent in 
communicating their views, they should be a part of the classification process. 
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