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Health insurance is important alongside life insurance products. This product’s 
subscription is gradually rising and has become one of the public’s main considerations 
due to their awareness on medical and surgical costs. This study is aimed at (i) 
identifying whether the independent factors are important in predicting the dependent 
variable, and (ii) to determine which model (logistic regression model/decision 
trees/neural networks) is the best model to be utilised. The SAS Enterprise Miner (E-
Miner) was used to analyse the data and to select the best model. At the end of this 
study, the measurements like the Maximum Absolute Error (MAE), Average Squared 
Error (ASE), Root Average Squared Error (RASE), and Sum Squared Error (SSE) in the 
decision tree model indicated the lowest errors and led to the selection of the decision 
tree as the best model to be used in health insurance premium pricing. 

 
 
Keywords: 

Health insurance; Decision tree; Neural 
network; Healthcare; Premium pricing 

 
1. Introduction 
 

Health insurance is crucial because it enables people to receive a timely medical care, which 
enhances their quality of life and health. Some might think that since emergency rooms are always 
open, and everyone has access to healthcare. However, even in places where the safety net is strong, 
it does not remove the obstacles to access the same room in the degree that the health insurance 
offers. In a recent multiyear evaluation, the Institute of Medicine (IOM) concluded that "coverage 
matters." When a company and a customer enter a contract for a health insurance, in exchange for 
the payment of monthly premium, the corporation offers covering all or parts of the insured person's 
medical expenses. The contract, which typically covers a year, outlines the precise costs linked to 
disease, injury, pregnancy, or preventative treatment that the insurance will be liable for covering. 
Each insured person is obligated to pay an agreed-upon premium to the insurance provider for their 

 
* Corresponding author. 
E-mail address: ahmad558@uitm.edu.my 
 
https://doi.org/10.37934/araset.41.1.134141 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 41, Issue 1 (2024) 134-141 

135 
 

medical insurance. Insurance premiums are not fixed in quantity, yet they are determined by several 
characteristics from the person seeking health and welfare protection. 

 
2. Research Background 

 
The health insurance policy has become an important coverage that needs to be subscribed by 

the public. In some countries like Indonesia, Ghana, and Rwanda, health insurance coverage 
contributes in between 3 to 11 percent to these nations’ income, whereas some other nations like 
Gabon and China have shown some growing needs of this policy [3,13].  In China, the term “Healthy 
China 2030” envisions the Chinese citizens to get a full health protection [21]. The health care 
utilization produces a gap not only towards the rural and urban people, but it also affects those who 
belong under the low and high-income earners [11].  In Malaysia, [12] indicated that age is considered 
as the biggest factor affecting Malaysians’ decision to purchase a health insurance policy [12], also 
concluded that salary and willingness to pay for the insurance policy are parts of the factors affecting 
the decision to buy a health insurance policy. [20] indicated that the citizens mostly prefer to discover 
more about public health policies instead of health care policy approaches [8], found that by 
introducing the theory of “Getting to know” to American Indian elders, this made them feel 
comfortable about healthcare system provided by the Health Care Providers (HCPs). [5] concluded 
that the health policy established under the National Health Promotion Policy (NHPP) in South Africa 
was inequal, especially to the people who stay in rural areas, as well as the less-educated groups. [7] 
revealed that health policy plays a major role especially when it is related to the arts and public 
health, where art activities might influence health policy decisions. [10] indicated that Pakistan has 
tremendous issues at providing a better health system for its people, especially the absence of a 
national health policy including the monitoring and evaluating of health programs. 

Decision tree is one of the popular instruments that is widely used as a machine learning 
technique. [18] used the decision tree method to examine the gaps in minor health disorders in 
Switzerland. [15] found that machine learning models like linear regression, decision tree, and 
artificial neural network (ANN) helped them improve budget allocation in public-funded insurance 
sectors. [14] found that the introduction of machine learning techniques in the insurance industry 
was truly helpful, as it helped them to understand the patterns easily by using the models. [16] used 
tree diagrams and were able to compare the needs for primary care (PHC), and advanced care (AHC), 
to determine cancer care coverage rates in Indonesia. [19] used decision tree as one of the models 
to investigate diabetes mellitus disease, which is considered as a major health issue in India. [4] used 
machine learning models like the decision tree, neural network, random forest, support vector 
machines, and others to predict health conditions, which are applied by the US Health and 
Retirement Study data. [1] implemented machine learning instruments to detect and prevent fraud 
in healthcare, specifically during the claim processing. [2] used machine learning algorithms at 
predicting the likelihood of diabetic diseases where it was found that these algorithms were very 
helpful at modelling the disease. [6] found that machine learning is not only helpful on predicting 
healthcare outcomes, but it also guides the health service researchers on generalizing data-driven 
estimators. [9] used four machine learning models likes the decision tree, random forest, support 
vector machine, and XGBoost to predict the length of stay (LOS) of patients that are admitted into 
the South Korean medical institutions and discovered that XGBoost is the best model to be used in 
this matter.  
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3. Methodology 
 
The objectives of this paper are to investigate the different features to observe their relationship, 

plot a multiple linear regression, and access the model assessment from a dataset based on several 
features of individuals such as age, physical or family condition, and location against their existing 
medical expenses for the purpose of predicting future medical expenses of individuals, to assist 
medical insurance companies determine their premiums. 

 
3.1 Data Description 

 
The dataset was originated from Brett Lantz's book “Machine Learning With R”. The dataset is 

now accessible online via the “Machine Learning With R” repository on GitHub. 1338 observations 
(rows) and 7 features make up the dataset (columns). Four numerical features (age, BMI, children, 
and charges), three nominal features (sex, smoker, and region) were translated into factors with 
numerical values assigned to each level. For this research, the SAS Enterprise Miner (E-Miner) was 
used as an instrument to clean and analyse the dataset. Table 1 shows the dataset used in the study. 
The data explains the variables used in this study together with the descriptions and data types that 
were applied in the SAS E-Miner.  

 
Table 1 
Descriptions of Dataset 

Column 
name 

Description  Data type  

age  Primary beneficiary’s age Integer  
sex  Beneficiary’s gender (male or female)  Character  
BMI  Body Mass Index, providing an understanding of body weights that are relatively high or 

low relative to height, ratio of height to weight  
Numeric  

children  Number of children covered by health insurance/Number of dependents  Integer  
smoker  Whether a person is a smoker (yes) or not (no)  Character  
region  Beneficiary’s residential area in the United States (northeast, southeast, southwest, 

northwest)  
Character  

charges  Individual insurance premiums billed by the health insurance  Numeric  
 

3.2 Method Used  
 
The models used in this study were the decision tree model, and the neural network model. The 

decision trees produced a set of rules that can be used to generate predictions for a new dataset. 
This information can then be used to drive business decisions. One advantage of the decision tree is 
that it produces an output that describes the scoring model with interpretable node rules, whereas 
the neural network is a series of algorithms that helps to recognize the underlying correlations in a 
set of data by emulating the way the human brain works. The neural network node provides a variety 
of feedforward networks that are commonly called as backpropagation or backprop networks. [17] 
mentioned that neural network can learn new data in making predictions. Basically, this study also 
identified the lowest error indicated in both models, whereby at the end of the process, it can be 
used to decide whichever model to be considered as the best model. 
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4. Results  
 
Figure 1 shows the variables, namely the charges that were selected as the target variable. Here, 

the SAS E-Miner required the selection of one variable as the target variable.  
 

 
Fig. 1. Variable Roles and Level 

 
Figures 2, 3 and 4 describe the first model that was used to analyse the dataset. The model is the 

decision tree. In this study, 10 rules were found, represented by the number of leaves. The root node 
for this study under the decision tree is SMOKER. The splitting variables are smoker status, BMI, age, 
and children, and they appeared 1, 2, and 6 times per splitting respectively. On the other hand, sex 
and region were not spitted in this study as it is considered as an unrelated variable by the SAS.   

 

 
Fig. 2. Decision Tree Model 
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Fig. 3. Decision Tree Model 

 

 
Fig. 4. Decision Tree Model 

 
The second model used for this study was the Neural Network Model. Figure 5 shows the result 

that was analysed by the SAS using the neural network model. It indicated that the variable of charges 
was analysed by various statistical measurements. All these tests were used in the neural network 
model to indicate the model that can be fitted from the data, as well as to look for the errors that 
exist from the analysis. 
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Fig. 5. Neural Network Results 

 
The third analysis implemented in this study was the model comparison. In order to decide 

whether the Decision Tree or the Neural Network as the best model for this dataset’s analysis, this 
study used the Model Comparison node in SAS Enterprise Miner. The Model Comparison node 
belongs to the Assess category in the SAS data mining process of Sample, Explore, Modify, Model, 
and Assess (SEMMA). The Model Comparison node enables the comparison of performance of 
competing models using various benchmarking criteria. 

Table 2 shows the results that were analysed by the SAS. The result was compared between the 
models used, namely the decision tree and neural network. The shown result compares the errors 
indicated in the analysis. As it appears in the table, for the Maximum Absolute Error (MAE), the 
decision tree model was much better compared to the neural network model. The result also shows 
that the Average Squared Error (ASE), Root Average Squared Error (RASE) as well as Sum Squared 
Error (SSE) indicates the same result whereby all measurements showed that the decision tree model 
is much better compared to the neural network model.  

 
Table 2 
Comparison Model Result 
Model MAE ASE RASE SSE 
Decision Tree 25144.79 16989133 4121.788 1.023E10 
Neural Network 25185.62 17214758 4149.067 1.036E10 

 
Therefore, it can be concluded that the decision tree model is the best model to analyse health 

insurance premium charges. Figure 6 shows the model comparison between the decision tree and 
the neural network.  

 

 
Fig. 6. Model Comparison 
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5. Conclusions 
 
This study examined the model assessment that can be best suited at measuring health insurance 

premium charges. The three main objectives were conducted, where the researchers identified 
whether the independent factors were important at predicting the dependent variable. Secondly, 
whether the logistic regression model, the decision trees, or the neural networks was the best model 
to be utilised was also determined.  

The SAS's decision tree implementation identified that the root node for this model is SMOKER. 
In the decision tree results, the number of leaves represents the presence of ten regulations and six 
significant variables that are prioritised by the value of the "importance" column. Smoker status, BMI, 
age, and children are the splitting variables, and it appeared 1, 2, and 6 times respectively in each 
splitting.  The second model used in this study was the neural network model. The neural network 
node provides a variety of feedforward networks, sometimes known as backpropagation or backprop 
networks. To answer the third objective, this study compared its result from both models (decision 
tree and neural network) to determine which model can be indicated as the best model. The result 
is the SAS E-Miner stating the decision tree model as best model because it produced the lowest 
error. It can be concluded that to measure the health insurance premium charges, the decision tree 
model should be used as the instrument.   
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