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Over the past few years, credit card fraud has become a serious problem as more 
individuals rely on credit cards for purchases. The significant increase in fraudulent 
activities can be attributed to advancements in technology and the prevalence of online 
transactions, leading to significant financial losses. To address this issue, an effective 
fraud detection system needs to be developed and put into practice. Machine learning 
techniques are commonly used to automatically detect credit card fraud, but they do 
not consider deceptive behaviour or behavioural issues that could lead to false alarms. 
The objective of this research is to determine how to identify instances of credit card 
fraud. This paper aimed to create a model using deep learning and SMOTE oversampling 
technique to anticipate credit card fraud. A Recurrent Neural Network with Long Short-
Term Memory (RNN-LSTM) and an attention mechanism is suggested for detecting 
fraud. This model is known to be effective for processing sequential data with complex 
relationships between vectors. The performance of RNN-LSTM is compared to XGBoost, 
Random Forest, Naive Bayes, SVM, and ANN classifiers, and the experiments indicate 
that our proposed model achieves high accuracy of 99.4% and produces strong results. 
The suggested model has the potential to decrease financial losses worldwide by 
identifying instances of credit card scams or frauds. 
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1. Introduction 
 

The prevalent use of technology and the rise of innovative payment methods like e-commerce 
and mobile payments have led to a spread of credit card transactions in recent times. The extensive 
occurrence of cashless transactions has made fraudsters frequently commit fraudulent activities and 
constantly modify their methods to avoid being caught. In modern fraud, the criminal does not have 
to be present at the crime scene, however they have a variety of methods to hide their identity and 
may carry out their malicious activities in the comfort of their own homes [1]. 

As per the latest Nilson's Report, credit card fraud is projected to result in losses of $43 billion 
within the next five years, and $408.5 billion worldwide within the next decade. Therefore, detecting 
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credit card fraud is now more important than ever [2]. Fraudulent activities are prevalent in various 
sectors such as government, banking, stock market, and healthcare centres, among others. It is 
crucial to detect and identify fraudulent activities in order to reduce financial losses. To accomplish 
this, it is possible to employ deep learning (DL) and machine learning (ML) algorithms for 
distinguishing between fraudulent and non-fraudulent behaviours. Various DL and ML techniques, 
such as XGBoost, CatBoost, Naive Bayes, Random Forest, Logistic Regression, Neural Networks (NN), 
and bio-inspired algorithms such as, Genetic Algorithm (GA) have been applied to detect credit card 
fraud [3]. Figure 1 illustrates the report of fraudulent activities all over the world. 

 

 
Fig. 1. Report of fraudulent transactions all over the world [2] 

 
While we were trying to address the fraud problem, we encountered some additional problems. 

Specifically, when one class has more instances than the other, it leads to an imbalanced dataset. An 
imbalanced dataset means that there are significantly more data samples from one or some of the 
classes compared to the rest of the classes in the dataset. SMOTE (Synthetic Minority Oversampling 
Technique) is a popular pre-processing method used to handle imbalanced datasets. It involves 
oversampling the minority class by generating artificial examples in the feature vector space rather 
than the data space [4]. Fraudulent activities tend to vary in each attempt, which is referred to as 
"Concept drift." Detecting credit card fraud is challenging and can result in financial losses. Deep 
learning can be an effective approach to identify fraud, but concept drift poses a significant problem 
as fraudsters alter their techniques over time. As a result, the model's ability to predict new patterns 
reduces when the patterns change [5]. 

The research presented in this study proposes a novel technique to identify credit card fraud. This 
method involves utilizing (RNN-LSTM) networks, along with an attention mechanism. This 
mechanism enables the neural network to automatically prioritize the most relevant data items for 
the classification task through a data-based weighting system. This results in better detection 
accuracy by considering local information from each sequence term. 

The main contribution of our paper is summarized below: 
 

i. To enhance the learning process of classifiers, it is possible to utilize techniques such as 
feature selection and dimension reduction, such as Principal Component Analysis (PCA), 
to optimize the input data. 

ii. To address the issue of imbalanced datasets and enhance the learning process, the 
Synthetic Minority Oversampling Technique (SMOTE) is being utilized. 

iii. The combination of the attention mechanism and LSTM recurrent neural networks can 
significantly aid the classifier in identifying the relevant areas to focus its attention on 
within the input sequence, leading to an accurate determination of global fraud. This 
approach has demonstrated impressive outcomes. 
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iv. We chose accuracy as an assessment metric to evaluate our model's performance and 
obtained the highest result of 0.99% for LSTM-RNN with Attention Mechanism. 

 
The study is structured into multiple parts. Section II presents an overview of prior research 

pertaining to approaches for identifying credit card fraud. Section III covers the methodology 
employed for utilizing deep learning classifiers to detect fraud. Section IV outlines the experimental 
outcomes and performance evaluation. Lastly, Sections V and VI provide an overview of the 
conclusion and future prospects of the research. Figure 2 depicts various categories of financial fraud, 
among which credit card fraud is identified as one of the most prevalent forms. 

 

 
Fig. 2. Types of financial frauds 

 
2. Related Work 

 
Various deep learning and machine learning techniques, including supervised and unsupervised 

learning, deep neural networks, and ensemble learning, have been applied to detect credit card fraud 
[1]. Research conducted by G. K. Arun and P. Rajesh indicates that there is a higher possibility of 
credit card fraud incidents due to the rise in popularity of digital transactions and the demand for 
new payment methods. They propose a feature selection technique called BEPO-OGRU for credit 
card fraud detection, which uses binary emperor penguin optimization and optimal gated recurrent 
unit. This technique improves classification accuracy, achieving 94.78% and 94.16% on two different 
datasets [6]. Mahbuba et al., suggested a technique for detecting credit card fraud using AdaBoost, 
CNN, and CNN with GRU models, which addressed the imbalance dataset using SMOTE. Among the 
three models, CNN achieved the highest performance in AUC-ROC, accuracy, precision, and recall [7]. 

Gupta et al., [8] stated that while plastic money is popular worldwide, new technology has its 
own vulnerabilities that can harm users financially. The wide adoption of credit cards has led to an 
increase in fraudulent activities. To detect credit card fraud, a model using Naive Bayes, Random 
Forest, Logistic Regression, and SVM algorithms was applied to a large dataset. Naive Bayes 
performed the best, achieving 80.4% accuracy and an AUC of 96.3%. In addition, Ajeet Singh, and 
Anurag Jain presented in their work that Credit cards are widely used online but this popularity has 
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also led to more fraud. This poses a challenge for security measures. The paper proposes using a 
method called HBRF to identify fraud in banking. This method is a combination of feature selection, 
a bio-inspired algorithm called firefly, and an ensemble classifier called random forest. HBRF 
overcomes the issue of imbalanced datasets and achieves high accuracy of 96.23% with a low error 
rate of 3.77% [9]. 

According to Makki et al., the existence of imbalanced datasets presents a major difficulty in 
identifying fraudulent credit card transactions. To address the imbalance in the dataset, they 
employed different machine learning algorithms and achieved the highest accuracy, sensitivity, and 
AUCPR scores with C5.0, LR, (DT), SVM, and ANN [10]. Moreover, Taha et al., have proposed an 
intelligent approach for detecting fraudulent credit card transactions using an optimized light 
gradient boosting machine (OLightGBM). They have integrated a Bayesian-based hyperparameter 
optimization algorithm to adjust the LightGBM parameters intelligently. The method that was 
suggested outperformed other methods with regards to accuracy, area under the receiver operating 
characteristic curve (AUC), precision, and F1-score. Specifically, it achieved a 98.40% accuracy, a 
92.88% AUC, a 97.34% precision, and a 56.95% F1-score, which were higher than those of other 
methods [11].  

Ileberi et al., developed a machine learning framework to detect credit card fraud using 
imbalanced datasets from European cardholders. We used SMOTE to address class imbalance and 
evaluated the effectiveness of several machine learning algorithms, including SVM, LR, RF, XGBoost, 
DT, and ET, by combining them with AdaBoost to improve their classification performance. The 
evaluation metrics used were accuracy, recall, precision, MCC, and AUC [12]. Credit cards have 
transformed into a means of electronically transferring funds as digital payment systems advance to 
facilitate business transactions worldwide. However, credit card fraud remains a significant global 
threat to financial institutions. Muhal et al., [13] suggested three different ensemble models for 
applying a champion-challenger approach and determined the most effective model through 
evaluation. The model's effectiveness was evaluated by calculating its Accuracy, Precision, Recall, and 
F1-Score, which were found to be 98.86, 99.73, 99.99, and 99.86, respectively. 

In their research, Lebichot et al., [14] noted that financial institutions process thousands of credit 
and debit card transactions every second, making fraud detection a complex task due to the large 
volume of data and its sequential nature. They also highlighted the challenge of concept drift in fraud 
detection. As a result, they suggested that assessing incremental learning methods would be useful. 
The study developed and tested incremental learning approaches for real-world fraud detection 
systems. Esenogh et al., expressed in their work that the rise of electronic commerce and credit card 
use has increased and is challenging to detect due to imbalanced datasets. The article puts forward 
an effective strategy for identifying fraudulent activities through the implementation of resampling 
and a neural network ensemble. The LSTM ensemble approach presented in the paper outperformed 
other algorithms, with a sensitivity of 0.996% and specificity of 0.998%. [15].  

Darwish et al., [16], has expressed concerns about the growing utilization of internet credit cards 
in e-banking systems due to their vulnerability to credit card fraud. Additionally, the problem of data 
imbalance makes it challenging to detect fraud. The paper proposes a method to address the 
difficulties associated with identifying credit card fraud. This approach comprises of a two-tier model 
that combines the k-means clustering algorithm with the artificial bee colony algorithm. The 
proposed model addresses the issue of imbalanced datasets and utilizes semantic fusion to enhance 
accuracy. According to the experiments conducted, the model performs better than traditional 
techniques in identifying fraudulent transactions. Forough [17]  developed an ensemble model that 
uses deep recurrent neural networks to sequentially analyse data and a unique artificial neural 
network-based voting mechanism to detect fraudulent actions. The performance of the proposed 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 32, Issue 1 (2023) 315-331 

319 
 

model was evaluated using two real-world datasets, and the outcomes demonstrated that it 
outperforms existing models in all assessment metrics. 

Naoufal Rtayli and Nourddine Enneya [18] developed a new method called CCFD to detect credit 
card fraudulent transactions. The proposed approach shows a significant ability to identify fraudulent 
activity compared to previous studies. The most favourable results in terms of efficiency and 
effectiveness were achieved by applying their modelling approach to multiple datasets. Online 
transactions are increasingly common, and Credit Cards are widely used for these transactions. Credit 
Card Fraud (CCF) is a growing problem for both customers and financial institutions, resulting in 
significant financial losses. To address this issue, a Convolutional Neural Network (CNN) model using 
the Adaptive Synthetic (ADASYN) sampling technique has been proposed for detecting fraudulent 
transactions from normal transactions. The model has achieved high accuracy 0.9982, compared to 
other studies [19]. In [20] examines the performance of ensemble classifiers for detecting credit card 
fraud (CCF) using regression and voting methods. The study compares the ensemble classifiers with 
effective single classifiers including RBF, NB, MLP, DT, KNN, and SVM. Three different datasets were 
evaluated in the study, which were pre-processed using the SMOTE technique. 
 
3. Proposed Methodology for Credit Card Fraud Detection 

 
This section outlines the implementation process of our proposed model, providing an 

architectural diagram for clear comprehension. Furthermore, it explains the data collection 
procedure and the various utilized applications such as the SMOTE technique, RNN, LSTM, and 
Attention Mechanism algorithms. 
 
3.1 Architectural Diagram of Proposed Model 

 
The proposed model has a well-defined architecture that consists of several steps shown in Figure 

3. The first step involves pre-processing the data by resizing, normalizing, and selecting relevant 
features. To address the imbalanced nature of the data, the SMOTE technique will be employed. The 
data will then be split into two phases for training and testing. During the training phase, the input 
data will be subjected to processing using algorithms such as RNN, LSTM, and Attention Mechanism, 
with the accuracy and loss being calculated at the conclusion of each epoch. After the model has 
been trained, it will be assessed using testing data and performance metrics like accuracy, precision, 
recall, and F1-score will be utilized to distinguish between lawful and fraudulent transactions. 
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Fig. 3. Architecture of proposed model 

 
3.2 Dataset Collection 

 
The dataset used in the proposed model was obtained from the website www.kaggle.com, and it 

consists of credit card transactions performed by European cardholders in September 2013. The 
dataset spans a two-day duration and encompasses a total of 284,807 transactions, including 492 
fraudulent transactions. The dataset is imbalanced, with only 0.172% of transactions being 
fraudulent. The dataset comprises of numerical input variables resulting from a Principal Component 
Analysis (PCA) transformation. It contains 31 columns, with 28 of them (V1, V2,..., V28) being PCA-
derived, while 'Time', 'Class', and 'Amount' are not PCA-derived. The 'Class' column denotes fraud (1) 
or non-fraud (0). 

The imbalance ratio of fraudulent transactions in the dataset is 0.172%, indicating a highly skewed 
distribution. The dataset includes 31 columns, out of which 28 (V1, V2,..., V28) are the result of 
Principal Component Analysis (PCA) transformation of numerical input variables. The remaining three 
columns, namely 'Time', 'Class', and 'Amount', are not derived from PCA. The 'Class' column 
represents the fraud status of the transaction, with 1 indicating fraudulent and 0 indicating non-
fraudulent transactions. Figure 4 shows the nature of the dataset. 

 

http://www.kaggle.com/
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Fig. 4. Balanced and imbalance nature of dataset 

 
Figure 5 illustrates the duration between the initial transaction and its corresponding transaction, 

which has undergone normalization to decrease processing time. 
 

 
Fig. 5. Visualization of time elapsed between transactions and 
first transaction 

 
Figure 6 displays a visualization of the transaction amount value, which has been adjusted to a 

normalized format in order to improve computational efficiency. 
 

 
Fig. 6. Visualization of transaction amount 
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Figure 7 displays the visualization characteristics, which consist of features labelled as V1, V2, V3, 
up to V28. 
 

 
Fig. 7. Visualization of features V1, V2, and V3 

 
3.3 SMOTE Technique 

 
The term "SMOTE" is an acronym that stands for "Synthetic Minority Oversampling Technique". 

SMOTE is a commonly used approach for addressing the issue of imbalanced classes in datasets, 
especially for tasks such as developing models for detecting credit card fraud. [21]. It creates 
synthetic data points to address the scarcity of minority class instances, without replicating them 
directly. This approach generates new synthetic data points by utilizing the K-nearest neighbour 
algorithm to connect instances in the minority class, as demonstrated in Figure 8. This algorithm 
addresses the issue of overfitting that arises from random oversampling. It centres on the feature 
space and utilizes interpolation among closely located positive instances to produce new instances 
[22].  

In this study, we employed the SMOTE technique to balance the number of legitimate and 
fraudulent credit card transactions by oversampling the minority class. We utilized SMOTE to 
augment the sample size of the minority class in order to achieve an equal number of instances in 
both classes. 
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Fig. 8. Synthetic minority oversampling technique (SMOTE) 

 
3.4 Recurrent Neural Network  

 
Recurrent neural networks (RNNs) are a type of artificial neural network that are specifically 

designed to handle sequential data [23]. The primary characteristic that sets recurrent neural 
networks (RNNs) apart from other types of neural networks is their recurrent architecture, where 
the interconnections between nodes form a directed graph that facilitates the retention and retrieval 
of previous input sequences in a consecutive series [24]. RNNs have demonstrated remarkable 
flexibility in learning from experience, particularly when it comes to processing, categorizing, and 
predicting sequences based on their ability to retain information [24]. Artificial neural networks have 
limitations in modelling large sequential datasets. Recurrent neural networks solve this problem by 
creating connections between neurons within the same layer, resulting in cycles in the network's 
structure. These networks allow neurons to share weights across multiple time steps, enabling them 
to consider past information. The performance of Recurrent Neural Networks (RNNs) can be 
significantly affected by several essential factors, such as the activation function, dropout rate, and 
loss function [25]. Figure 9 demonstrates the architecture of RNNs. 

 

 
Fig. 9. Architecture of recurrent Neural Networks 

 
3.5 Long Short-Term Memory 

 
The Long Short-Term Memory (LSTM) technique represents an expansion of Recurrent Neural 

Networks (RNNs), which are deep learning neural networks that possess the capability to store 
memories [17]. The Long Short-Term Memory (LSTM) neural network is a suitable method for 
detection tasks due to its aptitude to learn from past experiences and its capability to manage long-
term dependencies in sequential data. Its exceptional design permits it to retain information for a 
prolonged duration, thereby making it a useful tool for detecting and predicting long-term patterns. 
Therefore, LSTM is a useful tool for tasks that require prediction and detection capabilities [26]. The 
LSTM neural network is a type of recurrent neural network that is specifically designed to effectively 
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learn relationships and patterns over extended periods of time. It is capable of overcoming the 
problem of gradient disappearance that is commonly associated with traditional RNN [27,28]. The 
LSTM model consists of three gates that control the processing and utilization of historical data, along 
with a memory cell called 𝑐𝑡that stores the previously processed information [15]. These three gates 
are known as forget gate 𝑓𝑡, input gate 𝑖𝑡, and output gate 𝑜𝑡. Mathematical equations are used to 
update the LSTM layers. 

 
𝑖𝑡= σ  (𝑉𝑖𝑥𝑡 +  𝑊𝑖ℎ𝑡−1  +  𝑏𝑖)            (1) 
 
𝑓𝑡 =  𝜎 (𝑉𝑓 𝑥𝑡  +  𝑊𝑓ℎ𝑡−1  +  𝑏𝑓)            (2) 

 
𝑐~𝑡  =  𝑡𝑎𝑛ℎ  (𝑉𝑐 𝑥𝑡  +  𝑊𝑐 ℎ𝑡−1 𝑏𝑐)           (3) 
 
𝑐𝑡  =  𝑓𝑡   ⨂  𝑐𝑡−1  +  𝑖𝑡  ⨂  ~𝑐𝑡            (4) 
 
𝑜𝑡  =  𝜎 (𝑉𝑜 𝑥𝑡 𝑊𝑜 ℎ𝑡−1  + 𝑏𝑜)             (5) 
 
ℎ𝑡  =  𝑜𝑡 ⨂  𝑡𝑎𝑛ℎ(𝑐𝑡)             (6) 
 

The symbol "*" can stand for different things depending on the context, such as 𝑓, 𝑖, 𝑜 or 𝑐. These 
letters indicate specific gates or the memory cell. 𝑉∗ and 𝑊∗ are weight matrices, while ℎ∗represents 
the hidden state, and 𝑏∗ is the bias. At each time 𝑡 step, ℎ𝑡 is the resulting output vector. The 
functions 𝜎 and tanh are activation functions, where σ represents the sigmoid function and 𝑡𝑎𝑛ℎ 
represents the hyperbolic tangent function. Figure 10 presents the architecture of the LSTM network. 

 

 
Fig. 10. Architecture of long short-term memory 

 
3.5 Memory Attention Mechanism 

 
The attention mechanism was initially proposed by Bahdanau et al., [29] for the field of natural 

language processing (NLP) as a way to enhance encoder-decoder based neural machine translation 
systems. Since then, this mechanism or its variations have been utilized in other domains such as 
fraud detection, computer vision, and speech processing [30]. The attention mechanism enables 
neural networks to selectively concentrate on crucial data elements for the classification task by 
computing a weighted average of the local information contained in each sequence term. This results 
in better detection performance.  
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In this article, we employ sequence models based on RNN-LSTM and attention models to identify 
connections over time between events that may be distant from each other in the input sequence. 
This leads to improved performance in the classification task and enhances the ability to detect 
fraudulent transactions compared to conventional models. Figure 11 illustrate the architecture of 
attention mechanism. 
 

 
Fig. 11. Architecture of long short-term memory 

 
4. Experimental Setup 

 
The experiment involved training on 80% of the dataset and testing on the remaining 20%. The 

training data was prepared using the SMOTE method. Various parameters such as optimizers, 
activation functions, and modules like RNN and LSTM with attention mechanism were used to obtain 
the best results. The system employed 𝜎 and tanh as activation functions, Adam as optimizer, while 
batch size, epochs, and maximum number of epochs were used as parameters. The implementation 
was done using Python programming language, and Keras and TensorFlow libraries in Jupyter 
Notebook on a computer with an Intel(R) Core(TM) i5-2.80 GHz processor and 16 GB RAM. Python 
libraries like Numpy, Pandas, Scikitlearn, and Matplotlib were also used. 
 
4.1 Performance Measurement Metrics  

 
In this research, a dataset containing both legitimate and fraudulent credit card transactions have 

been used. The dataset is labelled with 1s for fraudulent transactions and 0s for legitimate 
transactions, and the problem is framed as a binary classification task. To evaluate the performance 
of the classification model, we use metrics such as accuracy, recall, precision, and AUC-ROC. These 
metrics are calculated using mathematical formulas. The most commonly used metric for measuring 
performance, which is accuracy, is presented in Figure 12 depicts a visual representation of the 
performance measurement metrics that occur most frequently. 

Accuracy can be defined as the frequency of correct estimations, which can be calculated using 
the following mathematical expression: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠.

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑒𝑑.
               (7) 

 
Precision, which is also referred to as positive predictive value, represents the model's ability to 

accurately predict positive values in relation to all the positive values predicted by the model. The 
concept of precision is defined as follows: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒′                  (8) 

 
Recall is a metric that can be utilized to evaluate the model's ability to detect true positives. A 

high recall score indicates that the model has successfully identified many true positives, whereas a 
low recall value implies that the model has encountered a large number of false negatives. The term 
"recall" denotes the following concept: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒′                  (9) 

 
The F1-score is the harmonic mean of precision and recall, providing a more accurate estimate of 

the incorrectly classified cases compared to the accuracy metric. 
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
                          (10) 

 
F1-score is necessary to achieve a balance between precision and recall. As we previously 

observed, True Negatives have a significant impact on accuracy. However, when dealing with an 
imbalanced class distribution with a substantial number of Actual Negatives, the F1-score might be a 
more appropriate evaluation metric for achieving balance between precision and recall. 

 

 
Fig. 12. Most occurring performance 
measurement metrics 

 
The Receiver Operating Characteristic Curve (ROC) and Area Under the ROC Curve (AUC) are 

utilized to evaluate the performance of algorithms for classification tasks. The ROC is a probability 
curve, and the AUC represents the level of separability. The AUC reflects the model's ability to 
accurately distinguish between classes, indicating its efficacy in predicting the 0 and 1 classes. The 
ROC curve visualizes the correlation between True Positive Rate and False Positive Rate for different 
classification thresholds. 
 
4.2 Results 

 
The paper investigates the effectiveness of deep learning models, specifically RNN-LSTM with 

attention mechanism, in detecting financial fraud in transactions. The results show that the RNN-
LSTM with attention mechanism model achieved the best performance with an accuracy of 99.94%.  

Moreover, our study aimed to improve the accuracy and efficiency of fraud detection, which was 
successfully demonstrated. Our findings indicate that the RNN-LSTM model with attention 

Accuracy
31%

Precision
19%

Recall
15%

F-1 Score16%

AUC-ROC
16%

MCC 3%
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mechanism outperformed previously published results by a significant margin. Figure 13 presents the 
accuracy and loss of the RNN-LSTM model with attention mechanism technique. 

 

  
Fig. 13. Accuracy and loss of RNN-LSTM with attention mechanism model 

 
This study includes a comparison of our results with the best previous outcome, revealing that 

the RNN-LSTM model with attention mechanism significantly outperformed prior published results. 
Figure 14 displays the ROC (Receiver operating characteristic) curve. Based on the experimental 
results, our proposed model outperformed various classification methods such as GRU, LSTM, SVM, 
XGBoost, Naïve Byes, Random Forest, Logistics Regression, RNN, CNN, and ANN, thus demonstrating 
its effectiveness in detecting credit card fraud. 
 

 
Fig. 14. ROC curve of RNN-LSTM with attention 
mechanism model 

 
5. Discussion 
 

This section discusses the methods and algorithms for detecting credit card fraud transactions, 
with a particular emphasis on the use of machine learning and deep learning techniques in the 
detection process. The issue of credit card fraud detection is typically addressed using both Deep 
Learning and Machine Learning approaches. The most commonly used technique for detecting credit 
card fraud transactions is SVM, which was utilized four times. Other methods employed include 
recurrent neural networks (RNN), artificial neural networks (ANN), long short-term memory (LSTM), 
decision trees (DT), random forests (RF), gradient boosting (LightGBM, XGBoost), K-Nearest 
Neighbors (KNN), Support Vector Machines (SVM), Logistic Regression (LR), Naive Bayes (NB), 
ensemble techniques (ET), deep reinforcement learning (DRL), and Convolutional Neural Networks 
(CNN). To enhance their performance and address the problem of imbalanced classes, these 
techniques have been combined with different methods of feature engineering and data resampling. 
Figure 15 presents the graphical presentation of credit card fraud detection techniques. 
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Fig. 15. Graphical presentation of credit card 
fraud detection techniques 

 
After analysing the results, it was discovered that a SMOTE-based RNN-LSTM model with 

attention mechanism had significant success in detecting credit card fraud. In contrast to existing 
methods, this model demonstrated a higher accuracy in differentiating between valid and fraudulent 
transactions. Table III presents a comparison between the proposed model and other models based 
on various performance metrics such as accuracy. From the table, it can be observed that some 
existing models achieved lower accuracy ranging from 80.48% to 96.23%. However, a few models 
such as [13,19,26] and  attained medium to high accuracy ranging from 98.86% to 99%. On the other 
hand, our proposed SMOTE-based RNN-LSTM model with attention mechanism achieved the highest 
accuracy of 99.4%. This indicates that our proposed model outperformed the existing models in 
terms of accuracy. In summary, our proposed model provides superior results compared to other 
current models, as shown in Table 1. 
 

Table 1 
Comparative analysis between the proposed and existing techniques 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Study Ref. Techniques Accuracy (%) 

[6] BEPO-OGRU 94.78% 
[8] NB 80.4% 

RF 
LR 
SVM 

[9] HBRF 96.23% 
[11] OLightGBM 98.40% 
[26] LSTM 98.95% 
[13] Ensemble Techniques 98.86% 
[19] CNN 99% 
Proposed Mode RNN-LSTM with Attention Mechanism 99.4% 
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5. Conclusions and Future Recommendations 
 
The objective of our research was to enhance the prediction efficiency for identifying fraudulent 

transactions, by integrating various Machine Learning techniques such as Swarm intelligence for 
feature selection, SMOTE for resolving imbalanced data, LSTM networks for modelling long-term 
dependencies within transaction sequences, and attention mechanism for identifying the most 
relevant data items for classification. Our proposed model is adept at identifying useful patterns in 
consumer behaviour, which facilitates the effective detection of fraudulent transactions. To validate 
our findings, we applied our model to a dataset of European credit card holders, and it demonstrated 
high accuracy in detecting fraudulent instances, which is crucial in this domain. Our model also 
outperforms recent works in this area. 

In future research will explore a novel approach to credit card fraud detection using attention 
and transformers architecture as the sole means of processing sequences without relying on 
recurrent networks and improve the accuracy of fraud detection. Our model will also tackle the 
problem of concept drift and overlapping issues between different classes. We believe that this novel 
technique will provide a more efficient and effective means of detecting credit card fraud, benefiting 
both consumers and financial institutions. This research has the potential to make significant 
contributions to the field of fraud detection and could pave the way for future advancements in this 
area. Table 2. presents the full forms of the techniques used in this research paper. 
 

Table 2 
Comparative analysis between the proposed and existing techniques 
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