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 ABSTRACT 

 
Most supermarket checkout systems use barcode scanners, but some also use QR 
codes to identify the items being bought. In practise, these methods take a lot of time, 
need some level of human supervision, and require people to wait in long lines. In this 
case, we propose a system that make the checkout process at retail store counters 
faster, more convenient, and less dependent on a human operator. The method uses a 
computer vision system called a Convolutional Neural Network, which scans objects 
that are put in front of a webcam to figure out what they are. A retail product 
classification model based on YOLOv5 object detection network is designed. First, a 
dataset was obtained by modifying the RPC dataset to reduce the size of the dataset. 
The dataset then being annotate, augment, and split into training and validation set. 
Secondly, a YOLOv5 was built and trained by using the datasets obtained. Third, the 
Machine Learning model based on the training showing the at F1-score of 1 at the 
confidence of 0.862. However, detection image result shows that model not 
performing well in detecting and recognizing retail products on a new and random 
image. 
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1. Introduction 
 

Long lines at the checkout section turned out to be the biggest problem with shopping in stores 
[1]. Retail shop employees often must organise inventory, restock shelves, and oversee store displays 
as part of their duties and it include handling customers on the checkout counter. The traditional way 
of checkout system involves the retail shops employee to move each of the retail products from the 
counter's conveyer to the barcode scanner and the employee also need to scan the barcode on those 
products. When there are more items, this procedure will take a long time, and the customers may 
have to wait a long time to pay the bill [2]. Most people who shop online do so because they don't 
want to wait in long checkout lines. Customers hate having to stand in long lines to pay for their 
purchases. Long lines can be annoying, and people often leave if they must wait for too long. Because 
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of this, businesses lose money, customers are less happy, and the customer experience gets worse. 
To solve this problem, new ways are being thought up to improve shopping and make it easier. For 
example, by changing the way people shop by getting rid of the checkout counter all together.  

The retail business necessitates a substantial quantity of human labour, with product recognition 
accounting for a major portion of the burden. Checkout has been enhanced throughout history by 
technology such as barcodes and QR codes since it is one of the most time-consuming experiences 
for consumers in retailers. With the recent advancements in computer vision, using image 
recognition technology to automate product detection has become more important and viable 
solution. Automatic Checkout (ACO), which tries to produce a shopping list from the images of the 
things to be purchased, is a main user-case of this trend [3]. 

 The recent success of Amazon Go [4] has sparked significant interest in grocery store self-
checkouts. Amazon Go shops have removed the need for traditional checkout counters and 
drastically decreased checkout times. The system uses computer vision and sensor fusion to identify 
which things have been bought, and then charges clients automatically through a mobile application 
when they leave the shop. This eliminates the inconvenience of lengthy lines, hence drastically 
cutting check-out time. Panasonic has designed a self-checkout system [5] based on radio frequency 
identification (RFID) tags that may be accessed through a walk-through. RFID-based item detection 
has been developed before [6], but the contribution made here is a cost-effective method for grocery 
store adoption.  

The subject of visual object recognition and classification has been intensively researched by the 
research community, and work has been done on product detection and classification in grocery 
shops, particularly on product detection on shelves. Using CHoG descriptor, low-level characteristics 
are collected from the query picture and submitted to a data server for recognition in the research 
done by Sam S. Tsai and his fellow researchers [7]. The suggested method focuses primarily on 
application development and pays very little attention to the issue of recognition. [8] presents a 
dataset of 120 grocery goods (GroZi-120) using images of products collected from the internet (in-
vitro) and extracted from a camcorder video of retail items recorded inside a supermarket (in-situ). 
On the dataset, colour histogram, SIFT, and boosted Haar-like features were used, and a comparison 
was made against product type and imaging circumstances.  

The paper [9] employs augmented SURF descriptors taken from the GroZi-120 dataset to train a 
multiclass Naive-Bayes classifier. Shelf Scanner is a method proposed by the authors to assist visually 
challenged shoppers at grocery shops. This research is most like the work by Bing-Fei Wu, Wan-Ju 
Tseng, Yung-Shin Chen, Shih-Jhe Yao, and Po-Ju Chang [10], which offers an Intelligent Self-Checkout 
System (ISCOS) that uses a single camera to identify several goods in real-time. Web scraping is used 
to obtain product data from the websites of three marketplaces and photos from three image search 
engines for training a YOLO classifier. The laborious work of human annotating is reduced by applying 
backdrop subtraction to automatically bound product positions. The system recognises several items 
in the camera's field of view over a stationary platform until the number of objects exceeds three, at 
which point it becomes difficult to identify smaller things in the presence of bigger ones. In addition, 
the approach merely utilises coarse characteristics and does not go into the specifics of each item. 

An Intelligent Automatic Checkout System based on computer vision and Deep Learning is offered 
in this study to solve non-barcode and camera reduction solutions at retail checkout counters. When 
a consumer places their chosen items on the checkout counter, an ideal ACO system should be able 
to detect each item and provide a full shopping list in a single look. A single camera situated above 
the counter adds up the goods overlooked by the system. Furthermore, product identification 
inhibits fraud by preventing customers from scanning the labels of less priced goods instead of the 
more expensive ones. 
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This paper presents a retail product detection for detecting products during automatic checkout 
in a retail store. This research work only covers the parts on analysing the best model for the ACO. 
The Deep Learning Technique used in this research is YOLOv5. The remainder of the paper is 
organized as follows. Section 2 describes the methodology of retail product detection. Next, in 
section 3 discussed the experimental result of retail product image augmentation and detection 
performances for YOLOv5 models. Finally, section 4 provides the concluding remarks and points out 
the ideas for future extension of this work. 

 
2. Methodology  

 
This research proposes an accurate and fast framework for retail product object detection on the 

checkout counter in retail stores. This is different from other works, which are either accurate but 
not up to date [11,12] or did not have a high level of accuracy in favour of speed [13]. Figure 1 shows 
the framework that has been suggested. First, the Retail Product Checkout (RPC) dataset downloaded 
was reduced from 200 classes object to 26 classes. Then, all images are ensured to be in the same 
size. Next, the images dataset is augmented using processes such as crop, rotated and noise addition. 
This makes the training process better by lowering the number of false positives (FPs). The techniques 
called "data augmentation" to add to dataset, which improves the training process and makes it 
possible for our model to work with images that have random changes in brightness, contrast, and 
blurriness [14]. Lastly, the You Only Look Once (YOLOv5) deep neural network is first introduced here 
for mask detection. This network was just released to speed up and improve the accuracy of legacy 
YOLO.  
 

 
Fig. 1. Methodology framework 

 
2.1 Input Dataset Collection 

 
In the building of a Deep Learning model, a dataset is required to train the model. The training 

data is used to analyse the model's accuracy, while the testing data is used to train the algorithm 
created to identify patterns in a dataset. The dataset used to train an algorithm or model so that it 
can reliably anticipate the result is known as training data.  

Research by Xiu-Shen Wei and his colleague propose to produce a Retail Price Checkout (RPC) 
dataset to overcome the fundamental difficulty in gathering training images that reflect genuine 
checkout scenarios owing to the goods' constant updating. Despite its practical and research, this 
issue has received little attention in the computer vision field, owing to a lack of a high-quality 
dataset. RPC dataset was proved based on research to be the largest dataset for ACO 
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implementation. In terms of product categories (stock keeping units or SKUs) and product images, 
the RPC dataset is the biggest so far for retail ACO [4]. 200 SKUs were chosen for this dataset and 
purchased an average of four instances for each SKU, almost doubling the category size of the 
previous biggest dataset. It takes a total of 83,739 images, including 53,739 single product exemplar 
shots and 30,000 checkout shots.  

Figure 2 shows the comparison of RPC dataset size compared to others such as SOIL-47 [15], 
Supermarket Produce Dataset [16], Grozi-120 [17], Grocery Products Dataset [18], Freiburg Groceries 
Dataset [19] and MVTec D2S [20]. Besides that, RPC dataset was collected and divided into two types 
of images. One type is the image of each product based on Figure 2, and other type is checkout image 
obtained at the checkout counter. The individual image was taken by camera in every angle while the 
checkout images were captured and collected based on the realistic checkout scenario which each 
image will have a different number or type of products in it.  
 

 
Fig. 2. Collection equipment for single product images 

 
RPC was firstly downloaded in the Kaggle Website. The original RPC dataset contains 200 classes 

of retail products. To save the computational cost of the training process [21], the RPC dataset was 
reduced until it contains 26 classes. Those 26 classes of retail products are mostly chosen based on 
its availability in Malaysia. Each of the classes contain 160 images with different angle of view. The 
26 classes in the modified RPC dataset and the sample images are shown in Figure 3.  

 

 
Fig. 3. Sample images of RPC datasets 
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2.2 Data Pre-Processing 
 
In the pre-processing phase, this research mainly performs two processes, First, the process is 

the image undergo auto-orient process. This process can speed up the encoding of the image at the 
time of capture so that cameras can get good data from their sensors without artefacts if it is 
implemented in a hardware [22]. Next, the input dataset was pre-processed by stretching the images 
size into 416x416. In computer vision, resizing images is an important part of the pre-processing step. 
In general, smaller images help our machine learning models learn faster. If we give the network an 
image that is twice as big, it must learn from four times as many pixels, which takes time. Also, many 
deep learning models’ architectures need our images to be the same size, but the sizes of the raw 
images we collect may vary [23].  

The images of the gesture are in the data set. For YOLOv5 to be able to train data, the dataset 
needs to have labels and a bounding box. The value of the coordinate of the annotating box should 
be between 0 and 1. Roboflow (www.roboflow.com) is an online site that is used to make the 
bounding box for each image. This site makes it easy to label and annotate data in the format desired 
[24]. Creating annotation & bounding box to identify the target easily [25].  

 
2.3 Data Augmentation 

 
The datasets obtained have a small amount of data to use to train a model. Data augmentation 

is a common and well-proven way to make the model more general and stop it from overfitting [26]. 
Data was added more to the images that are used to train the system. The Roboflow website gives 
access to training data that has been changed, and it also takes care of labelling the new, changed 
data. Table 1 shows how the data is increased and up to what values the data is increased. Each 
image has three versions that have been changed. This means that the number of test images can be 
up to three times the number of original images. 

 
   Table 1 
   The augmentation technique 

Augmentation Technique  Crop  Rotation Noise 

Value 0% Between -20% and +20% Up to 5% of pixel 
 Minimum Zoom    
 30%   
 Maximum Zoom   

 
2.4 Model Training of YOLOv5 for Retail Product Image Detection 

 
There are 3 parts to the data set. About 87% of the data was for the training set, 8% was for 

validation, and 5% was for the test set. The model is trained on the training set, and, simultaneously, 
the model evaluation is performed on the validation set after every epoch. The major purpose of 
separating the dataset into a validation set is to avoid our model from overfitting, i.e., being very 
excellent at categorizing the samples in the training set but unable to generalize and make correct 
classifications on new data [27]. The test set will be used to make the model be tested on the data 
that are new to it. The strategy is to create small adjustments to the YOLOv5s model, which has 
already been trained on the COCO data set [24]. Transfer learning [28] is used to train on the new set 
of data, which is relatively small. Also, different processes were used to improve the image, such as 
HSV, colour spacing, mosaic, and image scaling. Here, this research uses the fine-tuned 
hyperparameters from the COCO data set, such as SGD optimizer, 0.01 learning rate, 0.0005 weight 
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decay, 100 epoch, batch size 16, and so on [24]. During the training process of the YOLOv5 training, 
this research used cloud computing at Google-Colab. For the training process, a computer with a GPU 
(Tesla T4, 1.5 GB, 40 processors assigned by Google) is needed [29].  

There are four different ways to find out if the product detected was right. As an example. if the 
image is mineral water and it is found to be mineral water, the result is true positive (TP). If it is found 
to be something other than mineral water, the result is false negative (FN). If the image is not mineral 
water and it is found to not be mineral water, the result is true negative (TN). If it is found to be fire, 
the result is false positive (FP). The common evaluation metrics for object detection include precision, 
recall, accuracy, and F1-score. F1-score is the metric that is used to characterize the balance degree 
between recall and precision, which can be computed as in Eq. (1), Eq. (2), Eq. (3) and Eq. (4) where 
P is the precision and R is recall. 

 

Precision =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                                                                                                                               (1) 

 

Recall =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                                                                                                                                      (2) 

 

Accuracy =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑃+𝑇𝑁)
                                                                                                                                    (3) 

 

F1 Score =
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                                                                                                                                 (4) 

 
2.5 Detection of Random Retail Product 

 
After the model being trained and being evaluated. The model was then will be test its 

performance based on the real situation. It is because of to apply the model in the market, the model 
must give the best results in every way possible. Therefore, an image was taken to test the model. 
The image contains the products that have the same appearance as in the modified RPC dataset. The 
image contains a bottle Coke, bottle Sprite, a red sunflower seed, Doublemint Chewing Gum and 
chocolate M&M. The model will see as performing well when it can detect all of the four products 
with precise bounding box around the retail products. The image taken is shown in the Figure 4. 

 

 
Fig. 4. Random sample images of retail product 
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3. Results  
 
This section discusses the results obtained from performance evaluation of object identification 

of a retail product using the YOLOv5. Firstly, he data augmentation of RPC dataset using Roboflow 
are discussed in the next sub section. Next, the performance metric of precision, recall and F1-Score 
of object detection model the YOLOv5 for retail product on RPC dataset is discussed. Then the model 
is tested and validated using three batches of validation test data batches. Finally, the random image 
also tested on the proposed model is also tested. 

 
3.1 Model Data Augmentation 

 
Figure 5 and Figure 7 shown was the original images in the dataset whereas Figure 6 and Figure 

8 shows images that were successfully being augmented by using the Roboflow website. The original 
images shows that there is no adjustment in their images, while the variant images produce from the 
augmentation process shows that the images have been crop, rotated or noise presence in it.  

 

 

 

 
Fig. 5. Sample image of Doublemint chewing 
gum before augmentation 

 Fig. 6. Sample of augmented images of 
Doublemint chewing gum with rotation and 
noise technique 

 

 

 

 
Fig. 7. Sample of mineral water image before 
augmentation 

 Fig. 8. Sample of augmented mineral water 
images with crop, rotation, and noise 
technique 
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3.2 Model Performance Metric Evaluation 
 
Based on the Figure 9, the confidence value that optimizes the precision and recall is 0.862. In 

many cases a higher confidence value is desirable. In the case of this model, it may be optimal to 
select a confidence of 0.8 since the F1 value appears to be 1, which match the maximum value of 1. 
Observing the recall values in Figure 10 and precision values in Figure 11 at a confidence of 0.8 also 
confirms that this may be a suitable design point. Starting at about 0.8, the recall value begins to 
suffer, and the precision value is still roughly at the maximum value. 

 

 

 

 

 

 
Fig. 9. F1 curve graph  Fig. 10. Recall curve graph  Fig. 11. Precision curve graph 

 
3.3 Model Detection on Validation Images 
 

Figure 12, Figure 14 and Figure 16 shows the batches of validation set images with labels on it 
while Figure 13, Figure 15 and Figure 17 shows the prediction of the model towards all the batches 
of validation set images. Most of the detection giving the confidence value of 1 which means that the 
model confident about its detection. The confidence score shows how likely it is that the box has an 
object of interest and how sure the classifier is that it does. The confidence score should be zero if 
there is nothing in that box. Higher confidence value and precise detection shows that the model 
perform well in detecting the object based on the validation images dataset. 
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Fig. 12. Labels on the first batch of validation images 

 

 
Fig. 13. Predictions on the first batch of validation images 
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Fig. 14. Labels on the second batch of validation images 

 

 
Fig. 15. Prediction on the second batch of the validation images 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 58, Issue 2 (2026) 182-195 

192 
 

 
Fig. 16. Labels on the third batch of validation images 

 

 
Fig. 17. Prediction on the third batch of the validation images 
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3.4 Model Detection on Random Images 
 
Figure 18 the results from the model detection on a random image. The image taken consists of 

a bottle Coke, a red sunflower seed, a bottle sprite, a Doublemint Chewing Gum, and a chocolate 
M&M. The model was supposed to detect all the object in the image. However, as shown in the 
Figure 18, the model only detects the bottle coke. The model even did not detect the object of the 
other products.  
 

 
Fig. 18. Detection of random images 

 
It shows that the model not performing well in detecting and recognizing retail products on a new 

and random image. Even though the Figure 9 shows the model performing well in the training and 
validation process, the ability of the model did not show when detecting random images. In the 
validation process, the images used are same with the images used in the training process. These 
results showing that the model was overfitting. Overfitting is a term used in data science to describe 
when a statistical model fits the training data too well. When this happens, the algorithm cannot 
work well with data it hasn't seen, which defeats its purpose. 

 
4. Conclusion 

 
In this research, the project addressed the problems that have been faced in the retail industry, 

which may impact in few aspects involving recognizing product on the checkout counter. Moreover, 
this research will provide the retail industry with an effective solution to the checkout counter. As 
mentioned above, a machine learning model for recognizing retail products on the checkout counter 
successfully being created. The model created was also giving the good performance based on the 
evaluation metrics during the training and validation process. Therefore, this project has its relevance 
to the current checkout counter to enhance efficiency and productivity in addition to the hassle-free 
shopping experience. As for future works and improvement, the model can improve by increasing 
the input dataset to the training and the model also can be train with large number of epochs. 
Another improvement that can be done in this research is the user interface. This project only focuses 
on the retail products detection without having any interface that makes this research become even 
more impactful to the retail industry. The improvement can be included in using more advanced 
techniques such as prove a reliable product information by linking the product detected a cloud 
database, adding the bill generation and paying method based on electronic wallet. This will make 
this research become applicable and efficient to the retail industry. 
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